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Abstract: Skin cancer is one of the most common types of cancer globally, by increasing occurrence rates each year. 

It is a predominant kind of cancer which rises from the uncontrolled growth of abnormal skin cells due to genetic 

mutations including various factors such as UV radiation, genetics and other factors. The death rate is decreased when 

skin cancer is detected at early stages. Therefore, this paper proposed a Convolutional Neural Network (CNN) with 

Coordinate Attention Module (CAM) for early detection of skin cancer. The data augmentation is utilized in this 

experiment for data pre-processing and fed into the Gray Level Co-occurrence Matrix (GLCM) based feature 

extraction technique. The Harris Hawk Optimization (HHO) is utilized for selecting features that have faster 

convergence and strong capability in local optima. The selected features are given as input to CNN with the CAM 

approach. This model is estimated on ISIC-2019 and ISIC-2020 datasets and attains better results using accuracy, 

precision, recall, specificity, and F1-score. The obtained result shows that the proposed model achieves better accuracy 

of 98.77% on the ISIC-2019 dataset and 99.51% on the ISIC-2020 dataset which ensures accurate detection compared 

to other existing methods like Inception-ResNet and Residual Deep Convolutional Neural Network (RDCNN).  

Keywords: Convolutional neural network, Coordinate attention module, Dermoscopy images, Harris hawk 

optimization, Skin cancer detection.  

 

 

1. Introduction 

The skin is a major tissue of the human body that 

covers the whole body and the thickness varies 

throughout all parts and differs among men and 

women [1]. Skin cancer is caused by the 

uncontrollable growth of abnormal skin cells and UV 

radiation from the sun and artificial sources like 

tanning beds that result in malignant tumors [2]. The 

major kind of cancer are Basal Cell Carcinoma 

(BCC), Squamous Cell Carcinoma (SCC) and 

Melanoma [3]. Melanoma is a most aggressive 

posing a significant threat to a patient’s life [4]. The 

SCC arises from the squamous cells that are thin and 

flat found in the outer layer of the skin. The BCC is 

typically originating in the basal cells that are found 

in the deepest layer of the skin epidermis [5]. Early 

and accurate detection is essential to significantly 

enhance the chances of successful treatment for 

cancer patients minimizing the death rate [6]. 

However, manual detection is subjective and can vary 

based on the expertise of the healthcare professionals 

potentially leading to misdiagnosis [7]. In the past 

few years, Machine Learning (ML) and Deep 

Learning (DL) have gained the most accurate and 

effective for detecting skin cancers at early stages [8].   

The dermoscopy is a high-resolution image 

captured through specialized equipment that allows 

dermatologists to visualize subsurface skin structures 

which shows a prominent role in early and accurate 

detection of skin cancer [9]. Numerous technologies 

and advancements are there, particularly in computer 

vision and image analysis enabling the development 

of automated systems that can assist dermatologists 

in identifying skin cancer [10, 11]. The DL based 
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techniques are utilized to reduce human interaction 

for predicting data due to the development in 

programming and technology. The recognition and 

localization of skin cancer are required to compute 

the image feature for detecting cancer [12]. In which 

the CNN shows remarkable performance for 

processing and analyzing medical images [13]. This 

technique enhances the accessibility in underserved 

areas which ensures timely assessment and 

consultation [14]. Additionally, an Optical 

Coherence Tomography (OCT) is explored for skin 

cancer detection which provides exhaustive cross-

sectional images of skin and helps to distinguish 

between malignant and benign cancers [15]. In this 

research, CNN with CAM is proposed for skin cancer 

detection. The benefits of CNN are it can learn and 

extract features automatically from training images, 

however, in traditional method requires a manual 

extraction of features from images. The CAM is an 

attention module that is inserted into deep neural 

networks. It can support maximizing extraction of 

feature capacity of convolutional neural networks 

without updating many computational overheads. It 

utilizes an effective model to acquire channel and 

position of data for the best extraction of features. 

The integration of CNN with CAM is utilized to 

improve the model's capability to learn spatial 

relationships and focus on relevant features in an 

image. 

• The preprocessing is done by using a data 

augmentation technique which improves the 

model performance and feeds to the feature 

extraction. 

• The GLCM is used for feature extraction and 

HHO is utilized for feature selection which 

has faster convergence and strong capability 

in local optima. 

• The CNN with CAM is proposed for skin 

cancer detection which is utilized to improve 

model's capability to learn spatial 

relationships and focus on relevant features in 

an image.  

The rest part of research is follows: Section 2 

defines literature review. Section 3 defines details of 

proposed methodology. Section 4 defines results and 

discussion and Section 5 defines conclusion and 

lastly this paper finish with the references.  

2. Literature review 

Singh [16] introduced an Inception-ResNet 

technique for the classification of Skin Cancer. This 

paper introduced a Convolutional Neural Network 

(CNN) with eight thick layers for classifying 

melanoma cancer. The Inception and Residual blocks 

are utilized for extracting global and local features. 

This classifier has a 40-layer depth enables it to 

obtain the maximum value of accuracy. This model 

utilized a bottleneck SoftMax layer with ResNet and 

Inception blocks that assist in training the parameter 

efficiently. However, this model is not adapted to 

handle the long-term dependencies and sequential 

information in input data. 

Alsahafi [17] developed a deep residual network 

for classifying skin cancer through multi-layer 

feature extraction and cross-channel correlation with 

detection. This developed model utilized a Residual 

Deep Convolutional Neural Network (RDCNN) for 

classifying skin cancer. Additionally, it employed 

various conv filters for multilevel feature extraction 

and cross-channel correlation through gliding dot 

product filters. This model tackles the data imbalance 

issues by converting the dataset from label and image 

into a vector of weight and image. However, this 

model was not lightweight and had a high running 

time, so it could not run on limited memory and 

microdevices. 

Naeem [18] presented a DL-based approach for 

multi-classification of skin cancer through 

dermoscopy images. The developed model named 

SCDNet integrates VGG-16 with CNN for 

classifying various types of skin cancer. This model 

was trained, tested, and validated in the ratio of 

70:20:10 and is composed of the ISIC-2019 dataset. 

The grid search technique was utilized in various 

hyperparameters of SCDNet were finetuned to attain 

optimum performance. However, this model cannot 

use dark-skin people image datasets for skin cancer 

diagnosis. 

Tahir [19] implemented a deep learning model for 

skin cancer diagnosis using multi-classification 

techniques. The developed model can extract 

dominant features from dermoscopy images which 

helps to identify the accurate disease. To overcome 

the issues of class imbalance in clinical data, the up-

sampling and SMOTE Tomek techniques were 

utilized which attain concoction image samples at 

every class to enhance the accuracy. This model 

minimized the training parameters which reduced the 

model complexity. However, this model has a limited 

lightweight network selection and hyperparameters 

for evaluation. 

Jaisakthi [20] developed a deep neural network 

for classification of skin cancer from dermoscopy 

images. The EfficientNet based on transfer learning 

was developed that automatically defines 

hyperparameters and learns more difficult and fine-

grained patterns from dermoscopy images. 

Additionally, the ensemble technique was developed 

by integrating image features and metadata. The 
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ranger optimizer was employed to enhance the 

EfficientNet effectiveness which minimize the 

hyperparameter tuning values. However, it has less 

computational complexity and it attained high 

relevancy of features and less redundancy. 

Adla [21] suggested a Full-resolution 

Convolutional Network with a Dynamic Graph Cut 

Algorithm (FrCN-DGCA) for skin cancer detection 

and classification. The action bundle was utilized as 

a hyperparameter through the segmentation initiator 

of skin image that was based on DGCA. This model 

helps to address the over and under-segmentation 

problems and wrongly segmented small regions. 

However, it cannot be utilized for over compressed 

images and also the comparison is limited to the 

classification stage.  

Imran [22] introduced a convolution-based deep 

neural network for detecting skin cancer through the 

ISIC dataset. It integrates an ensemble learning 

technique such as VGG, ResNet, and CapsNet which 

exploits learner’s diversity to yield a better decision. 

The developed model performs better than individual 

learners with various quality measures like accuracy, 

recall, f1-score, precision, and sensitivity. This model 

was utilized to focus on identifying features in skin 

mages that affect the decision of the network. 

However, this model is incapable of handling 

sequential information and long-term dependencies 

which affects the model's performance. 

Qureshi and Roos [23] implemented transfer 

learning deep neural network ensembles for detecting 

skin cancers through imbalanced datasets. The 

ensemble-based CNN architecture was developed 

which contains few pre-trained models and few are 

trained on data only. This developed model handles 

imbalanced and limited data which enhances the 

capability of the model. However, it required high 

time to detect the cancer from the noisy images. 

3. Proposed methodology 

In this section, the CNN with Coordinate 

Attention Mechanism is proposed for effective 

detection of skin cancer. The ISIC-2019 and ISIC-

2020 datasets are utilized for proposed method. The 

preprocessing is done by using a data augmentation 

technique which improves the model performance 

and fed to the feature extraction. The GLCM is used 

for feature extraction which is a numerical method 

that takes structural relationships among pixels. The 

extracted features are selected through Harris Hawk 

Optimization (HHO). Then the selected features are 

classified through CNN with the Coordinate 

Attention Module (CAM). Integrating CNN with  

 

 
Figure. 1 Block diagram of proposed methodology 

 

CAM is utilized to improve the model's capability to 

learn spatial relationships and focus on relevant 
features in an image. Fig. 1 represents the block 

diagram of the proposed methodology. 

3.1 Dataset 

The datasets utilized for skin cancer detection are 

ISIC-2019 and ISIC-2020 dataset. The ISIC-2019 

dataset comprises a huge number of dermoscopy skin 

lesion images which are collected through numerous 

sources. It comprises 4522 Melanoma, 12,875 

Melanocytic Nevi, 3323 Basal cell carcinoma, and 

2624 Benign keratosis images. This dataset is split 

into 70:20:10 for training, testing, and validation tests. 

The ISIC-2020 dataset was derived from a variety of 

sources because numerous institutes contributed 

patient information at different ages. It comprises 

33,126 dermoscopies, 579 malignant, 32,542 benign 

skin lesions. These two datasets are preprocessed by 

utilizing the data augmentation technique. 

3.2 Preprocessing 

Data augmentation is a technique that artificially 

increases the size of dataset images by making small 

changes or modifications in existing data. Various 

modifications are utilized to maximize the size of the 

dataset. By utilizing this technique, chances of over-

fitting are reduced and the performance of the model 

is maximized. This model performed a range rotation, 

translation of height and weight, range of brightness 

and vertical and horizontal flips. After the data 

augmentation size of the dataset is increased. 

3.3 Feature extraction 

After preprocessing, the features are extracted 

through GLCM which is a numerical method that 

takes structural relationships among pixels. This 

GLCM feature is considered according to the 

dimension in the Region of Interest (ROI) with gray 
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levels in square matrix. GLCM attained 22 text-based 

features like entropy, contrast, correlation, energy, 

homogeneity, sum variance, autocorrelation, 

maximum probability, dissimilarity, inverse different 

movement (IDM), IDM normalization, and more. 

Among them some features are given in Eqs. (1, 2) 

and (3) where, 𝑝(𝑖, 𝑗)  is the element of the 

normalized GLCM matrix and 𝑁  is the number of 

gray levels. 

 

𝐶𝑜𝑛𝑡𝑟𝑎𝑠𝑡 = ∑ ∑ |𝑖 − 𝑗|2𝑝(𝑖, 𝑗)
𝑗𝑖

(1) 

 

The contrast is a pixel intensity and the adjacent 

throughout an image. Moreover, it also considers 

local variations established in an image. This is 

measured through variance in intensity and colour of 

each object with similar region. 

 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 = ∑ ∑ 𝑝(𝑖, 𝑗) log(𝑝(𝑖, 𝑗))
𝑁𝑔−1

𝑗=0

𝑁𝑔−1

𝑖=0

(2) 

 

The entropy estimates a degree of pixels and 

randomness in an image and it is utilized to 

characterize the texture of an image. It is inversely 

correlated to energy when a huge grey level entropy 

is large. 

 

𝐸𝑛𝑒𝑟𝑔𝑦 = ∑ 𝑝(𝑖, 𝑗)2

𝑖,𝑗
(3) 

 

The energy computes a pixel pair in degrees. It is 

an image disorder estimation and an equivalent pixel 

energy value is high. After feature extraction, the 

extracted features are selected using an optimization 

process. 

3.4 Feature selection 

In this section, the extracted features are selected 

through HHO algorithm which is a nature-inspired 

optimization algorithm according to the hunting 

behavior of Harris Hawk. The HHO contains three 

phases exploration, transition from exploration to 

exploitation and exploitation. These three phases are 

explained in the following sections. 

3.4.1. Exploration 

In the exploration stage of HHO, the search agent 

searches different locations to explore their best prey. 

At every instant of 𝑡th time, the best HH is handled 

as a predictable target. It is based on either perch 

based or prey location that randomly perch on some 

positions in the conditions of 𝑞 < 0.5 and 𝑞 ≥ 0.5 

correspondingly [24-25]. The location of HH at the 

next instant 𝑡 + 1th time depends on two perching 

approach which is shown in Eq. (4). 

 
𝑋𝑡+1 =

{
𝑋𝑟𝑎𝑛𝑑

𝑡 − 𝑟1|𝑋𝑟𝑎𝑛𝑑
𝑡 − 2𝑟2𝑋𝑡|   𝑞 ≥ 0.5

(𝑋𝑝𝑟𝑒𝑦
𝑡 − 𝑋𝑚

𝑡 ) − 𝑟3(𝐿𝐵 + 𝑟4(𝑈𝐵 − 𝐿𝐵)) 𝑞 < 0.5
(5)

 

 

Where, 𝑋𝑡+1 is the hawk position at 𝑡 + 1th time, 

𝑋𝑟𝑎𝑛𝑑
𝑡  is the randomly selected position in the 

population, 𝑋𝑝𝑟𝑒𝑦
𝑡  is the prey position, 𝑋𝑚

𝑡  is the 

present position average of every hawk in the 

population, 𝑟1 , 𝑟2 , 𝑟3  and 𝑟4  and 𝑞  are random 

numbers within a range of [0,1] , 𝑈𝐵  and 𝐿𝐵  are 

upper and lower bound variables. 

3.4.2. Exploration to exploitation transition 

The transitions depend on prey’s escaping energy 

(𝐸) that is measured through Eq. (5). 

 

𝐸 = 2𝐸0 (1 −
𝑡

𝑇
) (5) 

 

 

 
Figure. 2 Six phases of HHO 
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Where,  𝐸0  is the initial prey energy which is 

fixed randomly within a range of [−1,1] at start of 

every iteration, 𝑡 and 𝑇 are present and the highest 

iterations correspondingly. When, |𝐸| ≥ 1 , the 

exploration takes place that usually occurs at initial 

iterations. When, |𝐸| < 1, the exploration takes place 

that usually occurs at further iterations, hence 

preserving the balance between exploration and 

exploitations. Fig. 2 presents the six phases of HHO. 

3.4.3. Exploitation 

In the exploitation stage of HHO, the search agent 

maintains to exploit the solutions around obtained 

optimal solutions. Based on hawks' various hunting 

approaches, the escaping prey energy, patterns, and 

various exploitation methods like soft or hard besiege 

are utilized. The prey escape changes are calculated 

through parameter 𝑟 , if 𝑟 < 0.5  means there are 

changes that the prey will escape effectively not 

possible. Thus, based on 𝐸  and 𝑟  values, four 

exploitations are exhibited which are presented as 

follows. 

A. Soft Besiege  

In soft besiege, where 𝑟 ≥ 0.5 and |𝐸| ≥ 1 is the 

left prey with appropriate energy, during the time, it 

tries to escape by considering some random hops. 

During this situation, the hawks encircle preys 

delicately and tries to finish energy at last it creates a 

pounce. The Hawks’ positions are estimated through 

Eqs. (6) and (7). 

 

𝑋𝑡+1 = ∆𝑋𝑡 − 𝐸|𝐽𝑋𝑝𝑟𝑒𝑦
𝑡 − 𝑋𝑡| (6) 

 

∆𝑋𝑡 = 𝑋𝑝𝑟𝑒𝑦
𝑡 − 𝑋𝑡 (7) 

 

Here, ∆𝑋𝑡 is a distance between hawks’ location 

and prey at 𝑡th time, 𝐽 = 2 × (1 − 𝑟5) is a random 

hop created through prey at the escaping procedure 

𝑟5 ∈ (0,1). 

B. Hard Besieg  

In hard besiege, the 𝑟 ≥ 0.5 and |𝐸| < 0.5 prey 

is exhausted that drop by small escape energy. During 

this time, the hawks’ positions are updated through 

Eq. (8), 

 

∆𝑋𝑡+1 = 𝑋𝑝𝑟𝑒𝑦
𝑡 − 𝐸|∆𝑋𝑡| (8) 

 

C. Soft besiege with progressive rapid dives  

Here, 𝑟 < 0.5  and |𝐸| ≥ 0.5  prey has 

appropriate energy to escape successfully that is 

finished before the pounce. Where, the further 

hawk’s movement can be decided on the basic rules 

which is formulated in Eq. (9), 

 

𝑌 = 𝑋𝑝𝑟𝑒𝑦
𝑡 − 𝐸|𝐽𝑋𝑝𝑟𝑒𝑦

𝑡 − 𝑋𝑡| (9) 

 

 This may perform asymmetrical, unpredicted, 

and fast dives depending on levy flight patterns that 

are shown in Eq. (10), 

 

𝑍 = 𝑌 + 𝑆 × 𝐿𝐹(𝐷) (10) 

 

Here, 𝐷  is the problem dimensions, 𝑆  is the 

random vector dimensions and the LF is attained 

through Eq. (11), 

 

𝐿𝑓(𝑥) = 0.01 ×
𝑢 × 𝜎

|𝑣|
1

𝛽

, 

 𝜎 = (
Γ(1 + 𝛽) × sin (

𝜋𝛽

2
)

Γ (
1+𝛽

2
) × 𝛽 × 2

(
𝛽−1

2
)

(11) 

 

Where, 𝑢 and 𝑣 are random numbers in the range 

of (0,1) and 𝛽 is the constant that value is fixed as 

1.5. Lastly, hawks’ positions are updated through Eq. 

(12), 

 

𝑋𝑡+1 = {
𝑌 𝐹(𝑌) < 𝐹(𝑋𝑡)

𝑍 𝐹(𝑍) < 𝐹(𝑋𝑡)
(12) 

 

D. Hard besiege with progressive rapid dives  

Here, 𝑟 < 0.5  and |𝐸| < 0.5  prey has an 

inappropriate energy that is utilized before the 

pounce. The hawks’ positions are updated through Eq. 

(13), 

 

𝑋𝑡+1 = {
𝑌 𝐹(𝑌) < 𝐹(𝑋𝑡)

𝑍 𝐹(𝑍) < 𝐹(𝑋𝑡)
(13) 

 

Here,  𝑌 and 𝑍 are measured through Eqs. (14) 

and (15), 

 

𝑌 = 𝑋𝑝𝑟𝑒𝑦
𝑡 − 𝐸|𝐽𝑋𝑝𝑟𝑒𝑦

𝑡 − 𝑋𝑡| (14) 

 

𝑍 = 𝑌 + 𝑆 × 𝐿𝐹(𝐷) (15) 

 

Where, 𝑋𝑝𝑟𝑒𝑦
𝑡  is the prey position, 𝑋𝑚

𝑡  is the 

present position average of every hawk in population, 

𝐷 is the problem dimensions, 𝑆 is the random vector 

dimension. The selected features are given as input to 

the CNN based CAM.  
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Figure. 3 Structure of Coordinate Attention Module 

 

3.5 Convolutional Neural Network for 

Classification 

CNN is utilized for classification which is a 

relatable algorithm for the identification of huge 

amounts of data. The benefits of CNN are it can learn 

and extract features automatically from training 

images, however, in traditional method requires a 

manual extraction of features from images. CNN has 

three various layers Convolutional (Conv), Pooling, 

and Fully Connected (FC) layer. The conv layer is the 

first and major critical element of CNN that extracts 

the features from the input image and it has a small 

array of numbers known as kernels applied over the 

input that generates the result known as feature maps. 

Various convolutional kernels are utilized to extract 

various features. Many conv layers are present that 

depend on the size of input images. Next, the pooling 

layer is processed which is responsible for 

minimizing the convolutional feature map dimension. 

The pooling layer performs down-sampling 

operations by minimizing the feature map dimension 

that helps in minimizing the needed complexity of 

computation to data process. There are various 

pooling operations like max, min and average 

pooling. The resulting feature maps of conv or 

pooling layer are changed to a 1D vector where each 

input is merged with every output by weight and this 

layer is known as the dense layer. Lastly, there are 

one or more FC layers and the final FC layer consists 

of a similar number of outputs as number of classes. 

3.5.1. Coordinate Attention Module  

The attention mechanism concentrates on certain 

relevant elements and ignores other elements in deep 

neural networks. The CAM is an effective attention 

module that is simply inserted into deep neural 

networks. It can support maximizing extraction of 

feature capacity of convolutional neural networks 

without updating many computational overheads. It 

utilizes an effective model to acquire channel and 

position of data for the best extraction of features. Fig. 

3 represents the structure of the Coordinate Attention 

module.  

The input of CAM is illustrated as 𝐶 × 𝐻 × 𝑊, 

where 𝐶  represents the input channel, 𝐻  and 𝑊  a 

feature map height and width. The process of CAM 

is illustrated below: 

• The coordinate Attention module 

decomposes 2D into two 1D global pooling 

operations through the directions of 

perpendicular and horizontal. The result of 

the 1D pooling operation is 𝐶 × 1 × 𝑊  and 

𝐶 × 𝐻 × 1 correspondingly.  

• Results of two 1D pooling are merged and 

managed to utilize 1 × 1 conv, batch norm, 

and non-linear layer. The result is 𝐶/𝑟 × 1 ×
(𝑊 + 𝐻), here 𝑟 is a compression ratio. 

• The result of the above stage is divided into 

two sets (𝐶 × 1 × 𝑊 𝑎𝑛𝑑 𝐶 × 𝐻 × 1), these 

are computed to obtain weight through the 

direction of perpendicular and horizontal. 
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• At last, the input feature 𝐶 × 𝐻 × 𝑊  is re-

weighted by utilizing results from the third 

stage. 

Let's consider that, the input of the Coordinate 

Attention module is a vector which is denoted as Eq. 

(16), 

 

𝑋 = [𝑥1, 𝑥2, … , 𝑥𝑐] ∈ 𝑅𝐶×𝐻×𝑊 (16) 

 

The input is computed by two 1D pooling 

operation through vertical and horizontal paths. The 

result of channel 𝑐 at height ℎ is formulated as Eq. 

(17), 

 

𝑧𝑐
ℎ(ℎ) =

1

𝑊
∑ 𝑥𝑐(ℎ, 𝑖)

0≤𝑖≤𝑊
(17) 

 

The result of channel 𝑐 at width 𝑤 is presented in 

Eq. (18), 

 

𝑧𝑐
𝑤(𝑤) =

1

𝐻
∑ 𝑥𝑐(𝑗, 𝑤)

0≤𝑖≤𝐻
(18) 

 

The above two results of 1D global pooling 

operation, utilizing a couple of feature maps. The two 

feature maps are merged and fed into 1 × 1 

convolutional transformation function 𝐹1  illustrated 

in Eq. (19), 

 

𝑓 = 𝛿 (𝐹1(𝑧ℎ, 𝑧𝑤)) (19) 

 

Where, [. , . ]  is the addition operation with 

geometric dimension, 𝛿  denotes activation function 

for non-linear, 𝑓 ∈ 𝑅𝐶/𝑟×(𝐻+𝑊)  presents an in-

between feature map that encodes geometric data in 

the horizontal and vertical direction, 𝑟 is the ratio of 

reduction for managing the size of the block. The 𝑓 

divides geometric dimension into two various tensors 

𝑓 ∈ 𝑅𝐶/𝑟×𝐻 and 𝑓 ∈ 𝑅𝐶/𝑟×𝑊. Other two 1 × 1 conv 

transformation function 𝐹ℎ  𝑎𝑛𝑑 𝐹𝑤  are used for 

divided transform 𝑓ℎ  and 𝑓𝑤  into tensors, by a 

similar channel to input, 𝑋 can be presented in Eqs. 

(20) and (21), 

 

𝑔ℎ = 𝛿 (𝐹ℎ(𝑓ℎ)) (20) 

 

𝑔𝑤 = 𝛿(𝐹𝑤(𝑓𝑤)) (21) 

 

The results of 𝑔ℎ and 𝑔𝑤 in 2D are extended and 

utilized as attention weights. The result of CAM is 

represented as Eq. (22), 

 

𝑦𝑐(𝑖, 𝑗) = 𝑥𝑐(𝑖, 𝑗) × 𝑔𝑐
ℎ(𝑖) × 𝑔𝑐

𝑤(𝑗) (22) 

Where, 𝑦𝑐 is the output of CAM and the weights 

of 𝑔ℎ  and 𝑔𝑤  in 2D are fused with the input 𝑋 to 

obtain the coordinate attention module output. 

Integrating CNN with CAM is utilized to improve the 

model's capability to learn spatial relationships and 

focus on relevant features in an image. 

4. Experimental result 

In this paper, the proposed model is stimulated by 

utilizing a Python environment with the system 

configuration: RAM:16GB, processor: intel core i7 

and operating system: windows 10. The accuracy, 

precision, recall, specificity and f1-score are utilized 

to estimate a model performance which are given in 

Eq. (23), (24), (25), (26) and (27), 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
(23) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
(24) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
(25) 

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
(26) 

 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑟𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙
(27) 

 

Where, 𝑇𝑃 , 𝑇𝑁 , 𝐹𝑃  and 𝐹𝑁  illustrate the True 

Positive, True Negative, False Positive, and False 

Negatives respectively.  

4.1 Quantitative and qualitative analysis 

This section shows the quantitative and 

qualitative analysis of the proposed CNN with CAM 

using accuracy, precision, recall, specificity and f1-

score are shown in Tables 1 and 2. Table 1 illustrates 

the performance of the proposed model on ISIC-2019 

dataset and Table 2 illustrates the proposed model 

performance on the ISIC-2020 dataset. The Artificial 

Neural Network (ANN) requires maximum training 

data and it is slow to train on large datasets. The 

Recurrent Neural Network (RNN) is incapable of 

handling lengthy sentences due to its vanishing 

gradient problems. The LSTM requires maximum 

training data and it is slow to train on large datasets. 

The CNN is not adopting to handle the long-term 

dependencies and sequential information in input 

data. Integrating CNN with CAM is utilized to 

improve the model's capability to learn spatial 
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relationships and focus on relevant features in an 

image.  

Table 1 and Fig. 4 shows the performance of 

CNN with CAM on ISIC-2019 dataset. The 

performance of ANN, RNN, LSTM and CNN are 

measured and matched with the proposed CNN with 

CAM model. The obtained result shows that the CNN 

with CAM model achieves better results by utilizing 

accuracy, precision, recall, specificity, and f1-score 

values about 98.77%, 98.54%, 97.61%, 97.48% and 

97.36% correspondingly while comparing other 

classifiers.

 

 
Table 1. The performance of CNN with CAM on the ISIC-2019 dataset 

Method Accuracy (%) Precision (%)  Recall (%) Specificity (%) F1-Score (%) 

ANN 91.89 91.42 90.65 90.52 90.19 

RNN 93.84 93.56 92.17 92.73 92.61 

LSTM 94.65 94.31 93.64 93.22 93.48 

CNN 96.81 96.62 95.46 95.39 95.24 

CNN with CAM 98.77 98.54 97.61 97.48 97.36 

 

 

 
Figure. 4 Performance of CNN with CAM on ISIC-2019 dataset  

 

 

Table 2. The performance of CNN with CAM on ISIC-2020 dataset 

Method Accuracy (%) Precision (%)  Recall (%) Specificity (%) F1-Score (%) 

ANN 92.77 92.69 92.61 91.72 91.61 

RNN 94.86 94.72 93.54 93.31 93.29 

LSTM 96.73 96.64 95.69 95.47 95.36 

CNN 98.64 98.51 97.83 97.78 97.57 

CNN with CAM 99.51   99.48 98.72 98.63 98.25 

 

 

 
Figure. 5 Performance of CNN with CAM on ISIC-2019 dataset  
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Table 3. Comparative analysis of proposed model on ISIC-2019 dataset 

Method Accuracy (%) Precision (%)  Recall (%) Specificity (%) F1-Score (%) 

Inception-ResNet [16] 96.13 N/A 94.67 96.64 N/A 

RDCNN [17] 94.65 72.56 70.78 96.78 71.33 

SCDNet [18] 96.91 92.19 92.18 N/A 92.18 

Proposed CNN with CAM  98.77 98.54 97.61 97.48 97.36 

 

 

Table 4. Comparative analysis of proposed model on ISIC-2020 dataset 

Method Accuracy 

(%) 

Precision 

(%)  

Recall 

(%) 

Specificity 

(%) 

F1-Score 

(%) 

Inception-ResNet [16] 96.28 N/A 95.21 96.60 N/A 

RDCNN [17] 99.05 99.42 96.57 96.57 96.57 

DSCC_Net with SMOTE Tomek [19] 94.17 93.76 94.28 N/A 93.93 

Proposed CNN with CAM  99.51 99.48 98.72 98.63 98. 25 

 

 

Table 1 and Fig. 5 shows the performance of 

CNN with CAM on ISIC-2020 dataset. The 

performance of ANN, RNN, LSTM and CNN are 

measured and matched with the proposed CNN with 

CAM model. The obtained result shows that the CNN 

with CAM model achieves better results by utilizing 

accuracy, precision, recall, specificity and f1-score 

values about 99.51%, 99.48%, 98.72%, 98.63% and 

98.25% correspondingly while comparing other 

classifiers.  

4.2 Comparative analysis  

This section demonstrates a comparative analysis 

of the proposed model with accuracy, precision, 

recall, specificity and f1-score are illustrated in 

Tables 3 and 4. The existing result such as [16], [17], 

[18], and [19] are utilized to evaluate the ability of the 

classifier. The CNN with CAM is trained, tested and 

validated using ISIC-2019 and 2020 dataset. The 

result obtained from Table 3 and 4 shows that the 

proposed model attains better performance when 

compared with the existing methods. In ISIC-2019 

dataset the accuracy was improved to 98.77%, 

precision of 98.54%, recall of 97.61%, specificity of 

97.48% and f1-score of 97.36%. In ISIC-2020 dataset 

the accuracy was improved to 99.51%, precision of 

99.48%, recall of 98.72%, specificity of 98.63% and 

f1-score of 98.25%. 

4.2.1. Discussion 

In this section, the advantages of the proposed 

method and the limitations of existing methods are 

discussed. The existing method has some limitations, 

such as the Inception-ResNet [16] model was not 

adopted to handle long-term dependencies and 

consecutive information in input data. The RDCNN 

[17] model was not lightweight and high running time 

so it cannot run on limited memory and microdevices. 

The SCDNet [18] model cannot use dark-skin people 

image datasets for skin cancer diagnosis. The 

DSCC_Net with SMOTE Tomek [19] model has a 

limited lightweight network selection and 

hyperparameters for evaluation. The proposed CNN 

with CAM model overcomes these existing model 

limitations. The integration of CNN with CAM is 

utilized to improve the model's capability to learn 

spatial relationships and focus on relevant features in 

an image. 

5. Conclusion 

Early and accurate detection is essential to 

significantly enhance the chances of successful 

treatment for cancer patients which minimizes the 

death rate. The Convolutional Neural Network 

(CNN) with Coordinate Attention Module (CAM) is 

proposed in this research for the effective detection 

of skin cancer. The ISIC-2019 and ISIC-2020 dataset 

is utilized in this research for efficient skin cancer 

detection. The data augmentation is utilized in this 

experiment for data pre-processing and fed into Gray 

Level Co-occurrence Matrix (GLCM) based feature 

extraction technique. The Harris Hawk Optimization 

(HHO) is utilized for selecting features that have 

faster convergence and strong capability in local 

optima. The selected features are given as input to 

CNN with CAM approach. By integrating CNN with 

CAM is utilized to improve the model's capability to 

learn spatial relationships and focus on relevant 

features in an image. The obtained result shows that 

the CNN with CAM attains better accuracy of 

98.77% on ISIC-2019 dataset and 99.51% on ISIC-

2020 dataset which ensures accurate detection 

compared to other existing methods. In the future, 

hyperparameter tuning can be applied to improve the 

classification performance. 
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Notations 
Notation Description 

𝑝(𝑖, 𝑗) Element of the normalized GLCM matrix 

𝑁 Number of gray levels 

𝑋𝑡+1 Hawk position at 𝑡 + 1th time 

𝑋𝑟𝑎𝑛𝑑
𝑡  Randomly selected position in the 

population 

𝑋𝑝𝑟𝑒𝑦
𝑡  Prey position 

𝑋𝑚
𝑡  Present position average of every hawk in 

the population 

𝑟1 , 𝑟2 , 𝑟3 , 

𝑟4 and 𝑞 

Random numbers in the range of [0,1] 

𝑈𝐵 Upper bound variable 

𝐿𝐵 Lower bound variable 

𝐸0 Initial prey energy 

𝑡 and 𝑇 Present and the highest iterations 

∆𝑋𝑡 Distance between hawks’ location and 

prey at 𝑡th time 

J = 2 ×
(1 − 𝑟5) 

Random hop  

𝐷 Problem dimension 

𝑆 Random vector dimension 

𝑢 and 𝑣 Random numbers in the range of (0,1) 

𝛽 Constant 

𝐶 Input channel 

𝐻 and 𝑊 Feature map height and width 

𝑟 Compression ratio 

𝛿 Activation function 

𝑦𝑐 Output 

𝑇𝑃 True Positive 

𝑇𝑁 True Negative 

𝐹𝑃 True Positive 

𝐹𝑁 False Negative 
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