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Abstract: Information and communication technology is growing rapidly, making it the target of various attacks. 

The attacks can be in the form of data theft, phishing, and Denial of Service (DoS). There are many ways to handle 

attacks on communication networks, including developing an Intrusion Detection System (IDS) model. Research on 

IDS has developed a lot and focuses on certain things such as feature selection, dealing with data imbalance 

problems. Feature selection is essential to the IDS model because of the dataset’s characteristics, which have many 

features. Besides, the number of features included in the classification can affect the detection performance of the 

IDS model. This research proposes an IDS combining mutual information with thresholding feature selection and 

XGBoost classification algorithm. Mutual information is used to measure the dependency between every input 

feature and the target features. After the amount of information is obtained with mutual information, thresholding is 

used to decide the best number of features in the classification process. Then, the data are classified using XGBoost 

selected features. The proposed method was tested using four metrics: accuracy, precision, recall, and f1-score. This 

study used UNSW-NB15 as the primary dataset to analyze the best combinations of feature selection method and 

thresholding value. In addition, the proposed method has also been tested using NSL-KDD and CIC-IDS2017 

datasets to evaluate the performance compared with previous research. The proposed method performs best using the 

CIC-IDS2017 dataset with 99.89 % accuracy and 99.68 % F1 score. Furthermore, it can reduce computational 

training time compared with other IDS methods that only use feature selection or tree-model-based algorithms 

without thresholds. 
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1. Introduction 

The growth of the information and 

communication technology is considered massive. 

However, various threats to user security, 

information and communication infrastructure also 

grow [1], which include data theft, fraud, 

ransomware, and things that threaten 

communication and information infrastructure, such 

as Denial of Service (DoS). Thus, dealing with 

information and communication security threats 

requires appropriate handling mechanisms. An 

Intrusion Detection System (IDS) is one way to 

handle network security issues by monitoring and 

finding suspicious activity in network traffic [2]. 

Users and network administrators commonly use 

IDS to predict incidents that may occur, analyze 

logs, and identify attempted attacks [3], as well as 

classify them. 

Common techniques can be used to develop 

IDS: signature-based and anomaly-based [4]. Each 

IDS classification method has its advantages and 

disadvantages, including anomaly-based. 

Signatured-based detects intrusions based on 

predefined patterns, whereas anomaly-based detects 

intrusions based on current user activity [5]. 

Anomaly-based intrusion has a broader scope of 

detecting new attacks for better accuracy [6]. 

One of the challenges of the IDS model is the 

large number of features that need to be analyzed [7]. 

On the other hand, the number of features included 
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in the classification process can affect the model 

performance [8]. Besides, not all features 

significantly contribute to detecting the attack [9]. 

Therefore, some studies use various feature 

selection methods to obtain the most significant 

features in detecting attacks. 

Feature selection is carried out by measuring the 

correlation and influence of each feature on 

detection performance [10]. Previous research used 

various feature selection methods in the IDS 

detection model: mutual information [11], chi-

square test [12], ANOVA-f test [13], and variance 

influence factor [14]. Besides, this study used 

mutual information to quantify the information 

obtained about all input features through the label. 

Then, threshold analysis determines the number of 

features allowed for the classification process. This 

research used XGBoost for classification because 

this algorithm performs better than other tree-model-

based algorithms [15]. 

This paper is structured as follows. Section 2 

provides related work about feature selection in IDS. 

The methodology of the research is described in 

Section 3. Section 4 shows and explains the result 

and discussion. Finally, conclusions are explained in 

Section 5. 

2. Related work 

Intrusion detection is a popular method that used 

by many network security professionals to address 

network intrusion issues [16–18]. Many algorithms 

and methods have been developed to overcome this 

issue, such as using anomaly-based detection. One 

of the research projects is done by Liu et al. [19] that 

implements machine learning methods to detect 

anomalies in IOT network intrusion detection 

systems (IDS). It results achieving high accuracy on 

detection and raising the effectiveness. Anomaly-

based intrusion has a broader scope for detecting 

new attacks. Thus, anomaly-based gets better 

accuracy than signature-based [6]. 

In the IDS field, network datasets show common 

challenges due to the complexity and varied features. 

Feature selection became popular for decreasing 

irrelevant features [20, 21]. Some feature selection 

methods include mutual information, chi-square test, 

ANOVA-f test, and variance influence factor [22, 

23]. Mutual information is one of the feature 

selection methods that applies a tree-model-based 

algorithm. Sulaiman and Labadin [24] used a typical 

greedy feedforward feature selection method using 

mutual information. Mutual information can select 

features that retain relevant information, improving 

prediction accuracy and reducing training time. 

However, the experiment only tested the proposed 

method with an ANN classifier. 

There are various efficient and high-

performance methods available to classify intrusion. 

One of these methods is using tree-model-based 

algorithms, such as XGBoost, Decision Tree, and 

Random Forest. These classifiers are known for 

their ability to provide good explanations of the 

overall model structure using high-quality local 

explanations, regardless of the data domain [25]. 

Some studies show that XGBoost is better than 

others tree-model-based due to its ensemble 

classifier. Putrada et al. [26] proposed and 

successfully implemented XGBoost for IDS on the 

WSN cyberattack dataset with imbalanced data. 

Deepak et al. [27] had the best-generalized model to 

detect real-time cyber-attacks using XGBoost. Out 

of all algorithms, XGBoost gave high accuracy on 

the validation set. Sood et al. [28] show that 

XGBoost can produce faster comparison, provide 

visualization of results, and provide excellent 

accuracy and precision. However, the study requires 

further testing on the dataset to improve the 

efficiency of the security measure. 

Other research uses optimization for feature 

selection methods to get the optimal limit in 

determining important features, such as thresholding 

[29]. Megantara and Ahmad [30] successfully 

improved the classification model using a hybrid 

machine-learning approach that combines feature 

selection with thresholding. The method removes 

features with zero values to distinguish between 

high and low importance features and divides the 

remaining by the median data. Sulaiman and 

Labadin [24] use feature selection by choosing 

thresholds based on statistical criteria with 

percentile and average. The experiment result 

indicates that feature selection can reduce overfitting 

and decrease training time against the full set of 

features. The research requires further exploration to 

expand the proposed method. 

Therefore, this research proposed an IDS using 

mutual information to measure the correlation and 

influence of each feature on detection performance. 

Besides, thresholding feature selection was 

conducted to optimize the feature selection method. 

XGBoost is used as a classification model to 

accompany the best feature with an efficient method. 

3. Methodology 

Many experiments and developments have been 

carried out in the intrusion detection system on 

various datasets. However, each dataset has different 

characteristics based on the existing features. The  
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Figure. 1 Proposed method 

 

number of existing features can affect the results of 

the intrusion detection system model, such as 

decreasing accuracy. One way to prevent this 

problem is to only employ certain features using 

feature selection method. There are some feature 

selection methods can be used, while this study aims 

to get a high accuracy value with subset of features 

by implementing feature selection methods with 

thresholding analysis. The overall proposed method 

is provided in Fig 1. 

Based on Fig 1, the network intrusion detection 

system dataset is being preprocessed, which 

includes data cleansing and encoding. Furthermore, 

feature selection will be carried out on the processed 

dataset. This research proposed a method using 

optimization of mutual information feature selection 

using thresholding with XGBoost classification. 

For comparison, this research also implements 

other feature selection: chi-square test, ANOVA-f 

test, and variance inflation factor. Also, the machine 

learning classification will be compared with several 

methods, namely Logistic Regression, Naïve Bayes, 

Decision Tree, Random Forest, Artificial Neural 

Network (ANN), k-Nearest Neighbors (k-NN), and 

Support Vector Machine (SVM). Finally, these 

results can be evaluated and compared based on 

performance and efficiency. 

3.1 Data preprocessing  

This phase focused on processing data before 

entering the training stage. The preprocessing phase 

consists of two sub-phases: data cleansing and data 

encoding. Data cleansing is carried out to prevent 

unused data from participating in detection. Data 

cleansing consists of several processes, which are 

removing unused features, removing duplicate 

features and data, removing one-value column, 

filling the NaN data, and remove any infinite data. 

Thus, data encoding is also needed to convert 

categorical data into numerical data. This study uses 

a label encoder in this preprocessing stage. It was 

chosen because it did not change the dimension of 

the data. Consequently, the result of the encoding 

does not imply a relationship or degree in each 

category. 

3.2 Feature selection  

The IDS dataset has many features that can 

affect accuracy in the IDS model. Therefore, a 

selection feature is required. Feature selection aims 

to determine the most relevant and informative 

features to improve the model's performance and 

decrease the model’s complexity without 

eliminating important features. To compare with 

mutual information, several feature selection 

methods are used in this study: chi-square test, 

ANOVA-f test, and variance inflation factor. Some 

methods use statistical definitions from the data, 

which can be explained as follows. 

Definition 1. (Contingency table) Contingency 

table or also known as cross-tabulation table or two-

way table, is a table that represents the frequencies 

between categorical features. For the two random 

categorical variables X and Y, each cell in the table 

represents the count of the frequency of specific 

categories x ∈ X for y ∈ Y. This table can be used 

for two or more categorical features by using the 

combination between the features. 

Definition 2. (Groups Variability) To measure 

differences between the means of two or more 

groups, there are two kind of groups variability in 

the data, between groups and within groups. 

Between group variability focuses on differences in 

means between the groups, when within group 

variability focuses on variations within each group. 

For N observations, there are k groups in categorical 

features, and ni observations in i-th group. Each of 

the group have X̅i  mean and combined into grand 

mean X̅grand. 

Mutual information. Mutual information or 

commonly called information gain is a concept that 

measures the amount of the information gained from 

the target variable (usually categorical) by knowing 

the value of a potential feature (usually numerical) 

[31]. High mutual information indicates that the 

feature is good to differentiate between classes, 

making more valuable information in feature. 

Mutual information score is defined in Eq (1). 

 

I(X, Y) = ∑ ∑ p(x, y) ∙ log (
p(x, y)

p(x) ∙ p(y)
)

Y

y=1

X

x=1

(1) 

 

From the contingency table, the mutual 

information between x ∈ X  and y ∈ Y  variables are 

calculated using p(x)  and p(y)  as the probability 
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mass or density function of X and Y, and p(x, y) is 

the joint probability mass of X and Y. 

Chi-square test. Chi-square is a method used to 

test the dependency between the data observed and 

the targeted class. This process determines whether 

a relationship exists between existing features and 

the observed data [12], while the higher chi-square 

score and lower degree of freedom value indicates 

that the observed data and the existing feature are 

dependent, shows that it has more important features. 

The chi-square test is good for finding dependency 

between categorical data due to its non-parametric 

nature characteristics [32]. The chi-square score χ2 

is defined in Eq (2). 
 

χ2 = ∑ ∑
(Oxy − Exy)

2

Exy

Y

y=1

X

x=1

(2) 

 
From the contingency table, the chi-square score 

calculated for each category x ∈ X  and y ∈ Y . It 

calculated the difference squares between Oxy 

observed frequency and Exy expected frequency. In 

addition, Exy = p(x) × p(y)  which calculate using 

probability of independence between the features. 

The result score called independent if the score is 

located on rejected hypothesis range adjusted by the 

degree of freedom df formula in Eq (3). 
 

df = (X − 1) × (Y − 1) (3) 
 
ANOVA-f test. Analysis of variance, or 

ANOVA, is a method used to determine any 

statistically significant differences among the means 

of two or more groups into the target variable [33]. 

The high value of F-statistic and low p-value 

suggests that there are significant differences of the 

groups, suggesting that the features are relevant to 

the targeted variable [34]. This score is calculated 

with Eq (4-6). 

 

F =
MSB

MSW
(4) 

 

MSB =
∑ ni(X i̅ − X̅grand)

2k
i=1

k − 1
(5) 

 

MSW =
∑ ∑ (Xij − X̅i)

2ni
j=1

k
i=1

N − k
(6) 

 

The F-statistic F  is described as division 

between MSB  mean square between groups 

variability and MSW  mean square within groups 

variability. MSB  is defined as multiplication 

between number of observations in i-th group and 

the difference squares between the mean X i̅ and 

combined mean X̅grand. Therefore, MSW is defined 

as summation between difference squares of each 

Xij data of the j-th observation in the i-th group. 

The p-value is a value of evidence that the 

probability of obtaining test results is rejected the 

null hypothesis or not. The threshold of the p-value 

or called as significance level α on implementation 

level usually set to 0.005.  

Variance inflation factor. Variance Inflation 

Factor (VIF) is a method used to measure and 

evaluate the level of multicollinearity between the 

independent variables with other independent 

variables in a regression [35]. The higher the VIF 

value, the higher the multicollinearity or correlated, 

indicate that it may not provide unique information 

of the model and needs to be removed. The VIF 

score can be calculated using Eq (7). 

 

VIFi =  
1

1 −  R2
i

(7) 

 

The variance inflation factor VIF of Xi feature is 

calculated using coefficient of determination Ri
2 that 

obtained after regressing Xi against another features. 

The sklearn machine learning library provides 

the implementation of chi-square test, ANOVA-f 

test, and mutual information using chi2(), f_classif(), 

and mutual_info_classif() function respectively. The 

implementation can be used in feature selection 

strategy, such as selecting k best features using 

SelectKBest class. Then the variance inflation factor 

is implemented by statsmodels library using 

variance_inflation_factor class. 

In this study, thresholding is implemented in 

each method to get the most efficient results from 

each selected feature. Thresholding aims to obtain 

an optimal boundary in determining which features 

are used and the most important. With the optimal 

value limit, the worst value can be eliminated. 

3.3 Model learning  

Classification is an important part of IDS 

implementation. The primary purpose of 

classification in IDS is to identify whether an  

 
Table 1. UNSW-NB15 Dataset Summary 

Class Training Set Testing Set 

Attack 119341 45332 

Normal 56000 37000 

Total 175341 82332 
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Table 2. UNSW-NB15 list of features 
Feature Type Features Count 

Integer dpkts, spkts, dbytes, sbytes, sttl, dttl, sloss, dloss, swin, stpcb, dtpcb, dwin, smean, dmean, 

trans_depth, response_body_len, ct_srv_src, ct_state_rttl, ct_dst_ltm, ct_src_dport_ltm, 

ct_dst_sport_ltm, ct_dst_src_ltm, ct_ftp_cmd, ct_ftw_http_mthd, ct_src_ltm, ct_srv_dst 

26 

Float dur, rate, sload, dload, sinpkt, dinpkt, sjit, djit, tcprtt, synack, ackdat 11 

Categorical proto, service, state 3 

Binary is_ftp_login, is_sm_ips-ports 2 

Total 42 

 

activity or network is running normally or exposed 

to an attack. This study proposed XGBoost 

classification method to evaluate the model. 

XGBoost is one of popular machine learning 

algorithm which efficient for classification and 

regression [36, 37]. XGBoost is a model that is built 

incrementally through a combination of weak 

learners, such as shallow decision trees. In this 

method, each decision obtained is described in a tree 

[38], where each tree always tries to correct the error 

obtained in the previous prediction model. 

For validating the proposed method, this study 

compares the performance with several machine 

learning and deep learning methods. The machine 

learning method used are Logistic Regression, 

Naïve Bayes, Decision Tree, Random Forest, k-

Nearest Neighbours (k-NN), and Support Vector 

Machine (SVM). Meanwhile, the deep learning 

method used are Artificial Neural Network (ANN). 

4. Result and discussion 

This chapter will focus on the proposed method 

for feature selection and provide a comprehensive 

analysis of the results obtained from this method.  

4.1 Dataset  

The experiment is conducted on Google Collab 

using the Python programming language. This study 

uses general libraries for data processing, such as 

pandas, numpy, and matplotlib. Then, the 

experiment used the sklearn library for the 

classification and regression. This research uses 

three different datasets: UNSW-NB15, NSL-KDD 

and CIC-IDS2017. The UNSW-NB15 is used for 

analyzing the proposed feature selection and 

thresholding method. On the other hand, NSL-KDD, 

and CIC-IDS2017 are used for evaluating the 

proposed method’s performance compared with 

previous research. 

The UNSW-NB15 dataset was published in 

2015 by Moustofa and Slay [39]. This dataset has a 

high-dimensional feature of 42, with 3 non-

numerical features (categorical) and 39 numerical 

features. This dataset consists of 257,673 rows of 

data, split into 175,341 training data and 82,332 

testing data. The distribution of training and testing 

data with its classes are shown in Table 1. The NSL-

KDD dataset has 42 features with 3 categorical 

features and 39 numerical features. The NSL-KDD 

dataset consists of 125,973 data for the training 

process and 22,544 data used for testing. Besides, 

the CIC-IDS2017 dataset has a high dimensional 

feature of 78 numerical features consisting of 

2,830,743 rows of data. In this research, the CIC-

IDS2017 dataset was split into 70%:30% as training 

and testing data. 

The features in the UNSW-NB15 dataset are 

categorized into several types, including general 

features, content features, period features, additional 

features (connection features and status features), 

and labeled features arranged by categorical labels. 

The category consists of 9 types of attack: 

Reconnaissance, DoS, Analysis, Fuzzer, Backdoors, 

Exploits, Shellcode, Generic, and Worms and binary 

label features that indicate whether the data is 

normal (0) or an attack (1). Table 2 contains a list of 

features for UNSW-NB15 with their feature types.  

4.2 Feature selection  

The UNSW-NB15 dataset contains large number 

of features. Some features may be irrelevant, 

redundant, or noisy, which can negatively impact 

the performance of the models. Feature selection 

aims to improve the model's efficiency, 

interpretability, and generalization by focusing on 

more relevant features. The objective of this method 

can be achieved by determining the thresholding of 

the feature score to eliminate the unneeded feature. 

To get the best thresholding analysis, this 

research uses four methods of feature selection: 

mutual information, chi-square test, ANOVA-f test, 

and variance inflation factor. Each method results in 

different selected features, which means that it 

depends on their unique score value, and no method 

has the same selected features. The statistical details 

of the resulted were shown in Table 3.  
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Table 3. Statistical summary of feature selection method score of UNSW-NB15 dataset 

Index Chi-square test ANOVA-f test Mutual information Variance inflation factor 

mean 1082784644026.63 13867.00 0.18 1984046497112.34 

std 4574660562293.67 28887.63 0.13 8944976807159.86 

min 22.77 0.07 0.00 1.12 

Q1 5980.15 122.85 0.07 2.96 

Q2 209770.98 2089.60 0.16 20.18 

Q3 9497717.00 16425.29 0.29 171.06 

max 21606970517356.50 161780.53 0.47 41507830667009.10 

 
Table 4. Comparation of selected features with previous research of UNSW-NB15 dataset 

N

o 
Source 

Method 
Selected features 

Total 

1 Proposed 
Chi-square 

test 

stcpb, dtcpb, sload, dload, rate, dbytes, sinpkt, sbytes, 

response_body_len, djit, dmean, sttl, sjit, swin, dwin, dpkts, dinpkt, 

dloss, spkts, dttl 

20 

ANOVA-f 

test 

sttl, ct_state_ttl, state, dload, ct_dst_sport_ltm, dmean, rate, swin, 

dwin, ct_src_dport_ltm, ct_dst_src_ltm, stcpb, dtcpb, ct_src_ltm, 

ct_dst_ltm, ct_srv_src, ct_srv_dst, is_sm_ips_ports, sload, sinpkt 

20 

Mutual 

informatio

n 

sbytes, sttl, dbytes, ct_state_ttl, dttl, rate, sload, dur, smean, dmean, 

dinpkt, dload, dpkts, sinpkt, tcprtt, synack, ackdat, sjit, state, djit 
20 

Variance 

inflation 

factor 

trans_depth, ct_flw_http_mthd, response_body_len, djit, dur, dinpkt, 

smean, dload, sjit, sload, service, rate, dmean, stcpb, dtcpb, ct_src_ltm, 

sinpkt, is_sm_ips_ports, ct_dst_sport_ltm, proto 

20 

2 
Kasongo and 

Sun [40] 
XGBoost 

sttl, ct_srv_dst, sbytes, smean, proto, ct_state_ttl, sloss, synack, 

ct_dst_src_ltm, dmean, ct_srv_src, service, ct_dst_sport_ltm, dbytes, 

dloss, state, tcprtt, ct_src_dport_ltm, rate 

19 

3 
Nururrahmah 

and Ahmad [22] 
CHI2CV 

state, sbytes, dbytes, dttl, service, dtcpb, response_body_len, sinpkt, 

synack, ct_flw_http_mthd, is_ftp_login, ct_ftp_cmd, ct_srv_dst, 

ct_dst_src_ltm 

14 

 

4.2.1. Feature score 

The sample of the top 20 selected features of 

each method and its comparison with previous 

research is shown in Table 4. Based on the results, 

the chi-square of selected feature more focused on 

network metrics (such as sload and dload), packet 

characteristics (such as spkts and dpkts), and timing 

features. Meanwhile, the ANOVA-f test result 

encompasses a wide range of network and 

connection-related attributes, including state 

information, packet counts, and source/destination 

ports. In mutual information, the features are more 

focused on data size (such as sbytes and dbytes), 

duration, and various TCP-related features. The 

variance inflation factors result in covering HTTP-

related features, duration, and various packet and 

connection features. 

Notably, several features consistently have 

good score across methods, such as rate, state, sttl, 

sload, dload, sbytes, dbytes, sinpkt, dmean, dtcpb. 

Those features are dominantly belonged to content 

features (state, sbytes, dbytes, sttl, sload, dload), 

time features (dtpcb, dmean), and connection 

features (sinpkt). The convergence of these feature 

categories indicates their importance in intrusion 

detection.  

4.2.2. Threshold analysis on feature selection 

From the Table 3, the chi-square and variance 

inflation factor score are scattered in a wide range, 

indicated by the large mean and standard deviation. 
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Those methods are more sensitive to data changes 

than the ANOVA-f test and mutual information 

method.  

The chi-square test score is scattered in a wide 

range due to its sensitivity to the sample size and the 

nature of categorical data. The big sample of 

UNSW-NB15 data makes the score more significant 

even in insignificant relationship of feature. The 

other factor is there are more categorical features in 

this dataset, there are three category features (proto, 

state, and service) that can lead to high number of 

possible combinations and high range of score. 

The variance inflation factors score is scattered 

in wide range due to its severity of the 

multicollinearity. The strong correlation between the 

independent variables in regression model, leading 

to inflated variances of regression coefficients, 

means that the UNSW-NB15 dataset was complex.  

The number of features may affect the complexity of 

the model to classify the data. 

On the other hand, the ANOVA-f test score is 

more distributed, because the variability between the 

group means relative to the variability within groups. 

Because for this research the binary regression was 

conducted, and only attack and normal groups are 

tested. 

The mutual information score result is evenly 

distributed, due to its limitation of equation which 

only limits between 0 and 1. This is affected by the 

reduction of uncertainty of the feature, makes it 

lower variability score among the methods. 

In the other side, the data distribution across the 

methods are poorly distributed. The range of each 

quartile (Q1-25%, Q2-50%, and Q3-75%) across 

methods have big differences. The chi-square test 

and variance inflation factor mean are closer to the 

maximum value, indicating that the average value is 

affected by extreme outliers in the data. This 

suggests that the distribution of the data is skewed, 

with a few very large values influencing the mean. 

This condition can be happened because of the chi-

square test are applied on highly categorical data, 

and the variance inflation factors value are applied 

in highly dimensional data. 

Then, this research chose to tune the threshold 

value of the feature selection method using the 

variance of quartiles (Q1, Q2, and Q3) to analyse 

and get optimized score. This paper compared the 

result of each feature selection method against the 

complete set of features. 

4.3 Result analysis  

During the evaluation stage, the main objective 

is to assess the proposed method's performance 

thoroughly. This stage encompasses several key 

aspects, such as comparing the chosen feature 

selection technique with other available options, 

comparing the proposed machine learning model 

with other models, and comparing the results 

obtained with previous research on the same topic. 

4.3.1. Performance score 

In order to evaluate the proposed method, the 

evaluation results are compared by analysing the 

score of accuracy, precision, recall, F1 score, and 

computation of the training time, as provided in Eq 

(8-11), respectively.  

 

Accuracy =  
TP + TN

TP + TN + FP + FN  
             (8) 

 

Precision =  
TP

TP + FP   
                                  (9) 

 

Recall =  
TP

TP + FN   
                                     (10) 

 

F1 Score =  
2 x Precision x Recall

Precision +  Recall
          (11) 

 

The accuracy, precision, recall, and F1 score are 

calculated using the help of the confusion matrix, 

which consists of True Positive (TP), True Negative 

(TN), False Positive (FP), and False Negative (FN). 

True Positive (TP) refers to an attack activity that is 

correctly predicted as an attack, True Negative (TN) 

refers to a normal activity that is correctly predicted 

as normal, False Positive (FP) refers to a normal 

activity that is wrongly predicted as an attack, and 

False Negative (FN) refers to an attack activity that 

is wrongly predicted as a normal. Computation 

training time is calculated between the initial 

process with training process. 

4.3.2. Comparative analysis with other feature 

selection 

This scenario is to compare the mutual 

information feature selection with other feature 

selection methods, such as: chi-square test, 

ANOVA-f test, and variance inflation factor. This 

research is using XGBoost algorithm to create the 

model and apply thresholding across the method to 

get optimal analysis. 

The result of the performance scores for various 

feature selection methods that applied with different 

thresholding criteria are shown in Table 5. The chi- 
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Table 5. Performance result comparation of feature selection with thresholding of UNSW-NB15 dataset 

Feature 

Selection 
Thresholding 

Num. of 

Features 

Accuracy 

(%) 

Precision 

(%) 
Recall (%) 

F1 score 

(%) 
Time (s) 

No - 42 80.29 99.28 73.90 84.73 6.07 

Chi-square 

test 

≥ 𝑄1 31 87.13 97.49 82.37 89.29 5.46 

≥ 𝑄2 21 87.38 98.48 82.14 89.57 3.40 

≥ 𝑄3 11 86.09 97.27 81.19 88.51 2.43 

 ≥ 𝑚𝑒𝑎𝑛 3 75.46 95.63 70.40 81.10 1.63 

ANOVA-f 

test 

≥ 𝑄1 31 86.48 98.28 81.15 88.90 5.35 

≥ 𝑄2 21 85.77 97.66 80.60 88.31 2.40 

≥ 𝑄3 11 85.61 98.21 80.14 88.26 1.88 

 ≥ 𝑚𝑒𝑎𝑛 11 85.61 98.21 80.14 88.26 1.69 

Mutual 

information 

≥ 𝑄1 31 79.78 99.31 73.37 84.39 2.43 

≥ 𝑄2 21 87.47 96.48 83.37 89.45 3.23 

≥ 𝑄3 11 87.09 97.52 82.31 89.27 3.61 

 ≥ 𝑚𝑒𝑎𝑛 19 87.63 96.35 83.66 89.56 2.11 

Variance 

inflation 

factor 

≤ 𝑄1 11 86.18 97.23 81.32 88.56 2.10 

≤ 𝑄2 21 78.36 99.70 71.88 83.54 2.72 

≤ 𝑄3 31 79.20 99.57 72.73 84.06 3.22 

 ≤ 𝑚𝑒𝑎𝑛 40 80.29 99.40 73.85 84.74 4.03 

 

 

square test with a threshold based on mean shows 

lower accuracy and F1 score compared to other 

methods. The ANOVA-f test results relatively 

consistent performance across thresholding levels. 

Besides, the variance inflation factor with thresholds 

based on Q2 and Q3 accuracy and F1 score are need 

to be improved. Mutual information with a threshold 

based on mean outperforms another threshold with 

the highest accuracy of 87.63%, F1 score of 89,56%, 

and training time of 2.10 seconds. Although there is 

a slight difference in the F1 score compared to the 

chi-square, the proposed method is more efficient 

regarding the number of features and training time. 

Almost all feature selection methods outperformed 

the complete features, improving the accuracy and 

F1 score and reducing the training time. 

The mutual information achieves high accuracy 

because the method is not affected by data type and 

is usable for categorical and numerical data, which 

is suitable for the UNSW-NB15 dataset. It measures 

the dependency between variables, capturing non-

linear relationships and interactions between 

features [24]. 

The results indicate that the feature selection 

methods and thresholding criteria impact the 

classification performance compared with the full 

set of features, especially improving accuracy from 

80.29% to 87.63%, improving the F1 score from 

84.73% to 89.56%, and reducing the training time 

from 6.07 second into 2.10 second. This 

combination of feature selection and thresholding is 

used in the next scenario. 

4.3.3. Comparative analysis with other machine 

learning models 

This scenario is to compare the proposed method 

with other machine learning method performance, 

such as: Logistic Regression, Naïve Bayes, Decision 

Tree, Random Forest, ANN, k-NN, and SVM. The 

comparison result shown in Table 6.  

Based on the comparison result, XGBoost 

achieves the highest accuracy, F1 score, and training 

time, making it a strong performer across multiple 

metrics. Decision Tree and Random Forest also 

show good performance, particularly in precision. 

Logistic Regression, Naïve Bayes, and ANN still 

need to be increased, especially in ANN. k-NN 

performs well in accuracy, precision, recall, and F1 

score, but the performance is still below the 

XGBoost. Despite its high precision value, SVM has 

low accuracy and recall values and has a long 

training time. 
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Table 6. Performance result comparation with other machine learning methods of UNSW-NB15 dataset 

Model Accuracy (%) Precision (%) Recall (%) F1 score (%) Time (s) 

XGBoost 87.63 96.35 83.66 89.56 2.1 

Logistic Regression 71.19 89.38 68.18 77.36 2.3 

Naïve Bayes 69.94 96.31 65.42 77.91 0.1 

Decision Tree 85.83 97.69 80.65 88.36 1.1 

Random Forest 83.36 99.44 77.02 86.81 20.0 

ANN 61.65 99.83 58.96 74.14 81.2 

𝑘-NN 85.87 94.62 82.35 88.06 0.4 

SVM 74.15 63.24 86.12 72.93 2166.2 

 

The XGBoost reach high accuracy because the 

XGBoost model uses the concept of mutual 

information to calculate feature importance. It 

measures the mutual information provided by each 

feature when splitting the data. It matched due to 

their shared ability to capture non-linear 

relationships and dependencies in the data, making 

well-suited for feature selection in complex, high 

dimensional datasets. 

4.3.3. Comparative analysis with previous research 

This research tested the proposed method with 

three different IDS datasets, UNSW-NB15, NSL-

KDD, and CIC-IDS2017. Thus, the performance of 

the proposed method is compared with previous 

research that used the same dataset. Comparative 

analysis was carried out with two previous studies 

using a tree-model-based classification. Tables 7, 8, 

and 9 compare the performance of the proposed 

method with previous studies using UNSW-NB15,  

NSL-KDD, and CIC-IDS2017, respectively. 

The proposed method performs better than previous 

studies in the experiment using the UNSW-NB15 

dataset with an 89.56% F1-score. The proposed 

methods also have more efficient time than previous 

methods. For the experiment using the NSL-KDD 

dataset, the proposed methods show a good recall 

score of 96.73%. Even though it performs optimally 

 

 
Table 7. Comparation of proposed method with previous research on UNSW-NB15 Dataset 

Paper Method 
Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1 score 

(%) 

Time 

(s) 

Das et al. [41] 
Ensemble ML + Ensemble Feature 

Selection 
88.10 80.80 93.50 86.70 6.02 

Kasongo and 

Sun [40] 

XGBoost Feature Selection + 

Decision Tree 
90.85 80.33 98.38 88.45 - 

Proposed 

Method 

XGBoost + Mutual Information 

Thresholding 
87.63 96.35 83.66 89.56 2.10 

 
Table 8. Comparation of proposed method with previous research on NSL-KDD Dataset 

Paper Method 
Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1 score 

(%) 

Time 

(s) 

Tavallaee et al. 

[42] 
NB Tree 66.16 - - - - 

Andalib and 

Vakili [43] 
Random Forest  79.95 - - - 16.32 

Das et al. [41] 
Ensemble ML + Ensemble Feature 

Selection 
88.10 95.90 82.60 88.70 0.23 

Proposed Method 
XGBoost + Mutual Information 

Thresholding 
80.51 68.06 96.73 79.90 2.60 
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Table 9. Comparation of proposed method with previous research on CIC-IDS2017 Dataset 

Paper Method 
Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1 score 

(%) 

Time 

(s) 

A. Bansal and S. 

Kaur [44] 
XGBoost 91.36 97.45 82.02 89.06 - 

Das et al. [41] 
Ensemble ML + Ensemble Feature 

Selection 
99.50 99.50 99.60 99.50 0.29 

Proposed Method 
XGBoost + Mutual Information 

Thresholding 
99.89 99.75 99.60 99.68 40.75 

 

in the recall score, the proposed method is still 

optimal for reducing the training time. Last, the 

proposed methods outperformed the previous 

method while tested using the CIC-IDS2017 dataset. 

Almost all of the metrics show better scores 

compared to previous research, with an accuracy of 

99.89%, precision of 99.75%, and F1 score of 

99.68%. Thus, the proposed method is suitable for 

the UNSW-NB15 and CIC-IDS2017 datasets. 

However, it is not suitable for the NSL-KDD dataset 

due to the amount of data. The NSL-KDD dataset 

has less data than UNSW-NB15 and CIC-IDS2017, 

so the model built by the tree-based algorithm is not 

complex enough to cover every existing intrusion 

scenario. 

5. Conclusion 

The growth of information and communication 

technology causes various threats. One of them is 

information and communication security threats. 

Thus, dealing with information and communication 

security threats requires appropriate handling 

mechanisms, such as IDS. However, Various 

datasets used in IDS implementation have a large 

number of features, including UNSW-NB15, NSL-

KDD, and CIC-IDS2017 datasets. The number of 

features included in the classification process can 

affect the model's performance. Thus, feature 

selection is needed to overcome this challenge. 

This research aims to optimize the number of 

features used and improve the performance of the 

model in intrusion detection systems. This research 

proposed an approach to detect intrusion in network 

traffic with XGBoost and optimize the feature 

selection process. The feature analysis results using 

mutual information are used as a basis for feature 

selection using threshold analysis.  

Based on the experiments, the results show that 

the combination of mutual information, thresholding 

feature selection, and XGBoost classification 

successfully improved the methods to 87.63%. The 

proposed method showed the stability of increasing 

the IDS performance and relatively efficient 

computation time compared with previous methods. 

However, there is still a need for improvement in 

another score. 
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