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## NOWA METODA KALIBRACJI ON-LINE PRZETWORNIKA AC METODĄ KOLEJNYCH APROKSYMACJI

Streszczenie. Zaproponowano nowa metodẹ kalibracji przetwornika AC z aproksymacja sukcesywna bez przerywania głównego procesu konwersji. Metoda opiera się na wykorzystaniu redundancji informacji w postaci redundantnych systemów liczb pozycyjnych. Metoda opiera się na selekcji i analizie niewykorzystanych kombinacji w charakterystyce redundantnej konwersji AC.

Stowa kluczowe: przetwornik analogowo-cyfrowy (AC), algorytm kolejnych aproksymacji, samokalibracja, redundantny system liczbowy, funkcja przetwarzania przetwornika AC

## Introduction

Successive approximation ADCs have found wide application in information-measuring, data collection and processing, voice and video processing systems. However, when the resolution of the ADC is more than 12 bits, the problem of ensuring the conversion accuracy appears. This is the result of ADC bits deviations under the influence of environmental factors (temperature, humidity, pressure). The ways to overcome this problem can be divided into technological and algorithmic. The technological methods are cost- and time-consuming, and provide the ability to improve the linearity by several bits. A more universal method of overcoming this problem is to use the procedure of ADC bits calibration [4, 5, 9]. The calibration procedure is performed after turning on the device and periodically is repeated during operation, and the ADC can operate either in the main conversion or calibration mode. The use of weight redundancy in the successive approximation ADC permits to make the calibration procedure exclusively in digital form without physical or electrical impact on the ADC digits [1]. Weight redundancy may be used for compensation the dynamic errors in the process of analog-to-digital conversion [6, 7]. However, the problem of on-line correction (without interrupting the main conversion process) of the ADC bits remains actual. One of the possible solutions is using split architecture [14], but it involves using of several identical ADCs. The work [13] shows the possibility of cyclic ADC on-line calibrating by analysing the transfer function. The principal opportunity of on-line calibration redundant ADC was proved in [12]. The single bit deviations determining process for redundant ADC was considered in [11].

## 1. Successive approximation ADC transfer function analysis

The successive approximation algorithm provides the sequential determination of the output code bits from most significant bit (MSB) to least significant (LSB). The results of the algorithm operation for any input signal are demonstrated by the ADC transfer function (TF). The mathematic representation of ADC TF shows the expression (1) $[2,3,10]$

$$
\begin{equation*}
A\left(K^{s}\right)=\sum_{i=0}^{n-1} a_{i} \cdot Q_{i} \tag{1}
\end{equation*}
$$

where $K$ - code combination, $s$ - the number of code combination (decimal notation of binary combination), $n-$ ADC resolution,
$Q_{i}=\alpha^{i}\left(1+\delta_{i}\right)-$ bit value with number $i$, where $\alpha$ - radix, $\delta_{i}-i$-bit deviation, $a_{i} \in\{0,1\}-$ bit values of $K$.

The graphical interpretation of (1) for $\mathrm{n}=5$ and different radixs is shown in Fig. 1


Fig. 1. Transfer function of n-bit successive approximation ADC for a) radix equal 2; b) radix equal 1.7

When using the binary number system, the TF has the form of a regular staircase (Fig. 1a), and all possible code combinations are used to form the output code. When using a number system with a radix less than 2 , some code combinations fall out of the TF. For example, in Fig. 2 these are five combinations: 00111, from 01101 to 01111 and 10111. In [9] it is proposed to call them "unused" (UnC). Other combinations will be calling "used" (UC). The expression (2) determines if the combination belongs to unused category or not $[8,10]$ :

$$
\begin{equation*}
\left.A\left(K_{U C}^{m-1}\right)<A\left(K_{U C}^{l}\right)\right) \leq A\left(K_{U n C}^{m}\right) \tag{2}
\end{equation*}
$$

where the input analog signal values correspond to the UC with the numbers $\mathrm{m}-1$ and 1 , while the UnC with the number m and $1>m$.

In [11] it is shown that UnC form certain groups, called "unused combinations zones" (UnC zone). Each UnC zone has its own boundaries (from $K_{U n C}^{m}$ to $K_{U n C}^{l-1}$ ) and is located in a certain place of the TF. In the central part of the TF there is a zone of the ( n -1)-th level (in figure 1 these are three combinations from 01101 to 01111), in the same figure there is a zone of the ( $\mathrm{n}-2$ )-th level, consisting of two subzones. The first subzone, which is located in the lower half of the TF , includes the combination 00111, the second subzone contains the combination 10111. The quantity of UnC in certain zone or subzone may be calculated as $l-m$.

The relationship between the number of UnC zone Nz, ADC radix and ADC resolution n is shown in Tab. 1

Table 1. The relationship between the number of UnC zone Nz, ADC radix resolution

| $\alpha$ | $1.618 \div 1.839$ | $1.840 \div 1.928$ | $1.929 \div 1.966$ | $1.967 \div 1.984$ |
| :---: | :---: | :---: | :---: | :---: |
| Nz | $\mathrm{n}-3$ | $\mathrm{n}-4$ | $\mathrm{n}-5$ | $\mathrm{n}-6$ |

## 2. The influence of ADC bit's deviations on TF

$K_{U C}^{l}$ in (2) is a top border combination of certain zone (subzone). It's value is fixed and it is independent of ADC radix. For ( $\mathrm{n}-1$ )-th level zone $K_{U C}^{l}$ value equal $100 \ldots 0$ (10000 combination on Fig. 1b), for ( $\mathrm{n}-2$ )-th level zone $-0100 \ldots 0$ (first subzone, 01000 combination on Fig. 1b) and $1100 \ldots 0$ (second subzone, 11000 combination on Fig. 1b). Therefor the location of the border combination on TF is defined only most significant bits (MSB) values. On the other hand the location of UnC is depends on least significant bits values (combinations 01111, 01110 and 01101 on Fig. 2b). If the MSB's value will be changed, the mutual location of border combinations and UnC will be changed too. As a result some UnC may transfer to used category and vice versa. The influence of $-10 \%$ and $+10 \%$ MSB deviation on TF is shown on Fig. 2.


Fig. 2. Transfer function of 5-bit successive approximation ADC for radix equal 1.7 with MSB deviation a) $-10 \%$; b) $+10 \%$

Fig. 2 demonstrates, that MSB deviation affects only on UnC quantity in ( $n-1$ ) th level zone, but has not effect on other level zones.

The relationship between MSB deviation and the UnC quantity may be calculated after substitution (1) to (2):

$$
\begin{equation*}
\frac{\sum_{0}^{n-2} a_{i} \alpha^{i}}{\alpha^{n-1}}-1<\delta_{n-1}^{p_{n-1}} \leq \frac{\sum_{0}^{n-2} b_{i} \alpha^{i}}{\alpha^{n-1}}-1, \tag{3}
\end{equation*}
$$

where $a_{i}$ and $b_{i}$ are code combinations bits of $K_{U C}^{m-1}$ and $K_{U n C}^{m}, p_{n-1}$ is the UnC quantity in the ( $\mathrm{n}-1$ )-level zone.

The generalized rule of relationship between k-bit deviation and UnC quantity in the j-level zone will be:

If j < k : the k -bit deviation does not influence on UnC quantity in the j -level zone;

$$
\begin{align*}
& \text { If } \mathrm{j}=\mathrm{k}: \frac{\sum_{0}^{j-1} a_{i} \alpha^{i}}{\alpha^{k}}-1<\delta_{k}^{p_{j}} \leq \frac{\sum_{0}^{j-1} b_{i} \alpha^{i}}{\alpha^{k}}-1  \tag{4}\\
& \text { If } \mathrm{j}>\mathrm{k}: \frac{\alpha^{j}-\sum_{0}^{j-1} a_{i} \alpha^{i}}{\alpha^{k}}>\delta_{k}^{p_{j}} \geq \frac{\alpha^{j}-\sum_{0}^{j-1} b_{i} \alpha^{i}}{\alpha^{k}} . \tag{5}
\end{align*}
$$

Since different bit deviations have influence on different UnC zones, it is important to estimate the sensitiveness of the certain zone to different bit deviations.

Equation (6) demonstrates the ratio of $\delta_{n-1}^{p_{n-1}}$ influence to $\delta_{n-2}^{p_{n-1}}$ :

$$
\begin{equation*}
\frac{\delta_{n-1}^{p_{n-1}}}{\delta_{n-2}^{p_{n-1}}}=\frac{\sum_{0}^{n-2} a_{i} \alpha^{i}}{\alpha^{n-1}}-1 / \frac{\alpha^{n-1}-\sum_{0}^{n-2} a_{i} \alpha^{i}}{\alpha^{n-2}}=-\frac{1}{\alpha} \tag{6}
\end{equation*}
$$

So the largest influence on j -level UnC zone has the j -bit deviation. The (j-1)-bit deviation has $-\boldsymbol{\alpha}$ times less influence. Sine "." indicates the different change direction: positive j-bit deviation results in reducing the UnC number in j -level zone, but results in increasing the UnC number in $(\mathrm{j}+1)$-level zone.

## 3. The bit's weights calculation algorithm

In the case of simultaneous different bit's deviations the step by step calculation algorithm may be used.

Step 1. Define the number of least UnC level zone with UnC quantity change and assign it to variable j .

Step 2. Calculate the minimum and maximum values of j -bit deviations:

$$
\begin{align*}
\delta_{j \min }^{p_{j}}= & \frac{\sum_{0}^{j-1} a_{i} Q_{i}}{\alpha^{j}}-1,  \tag{7}\\
\delta_{j \max }^{p_{j}} & =\frac{\sum_{0}^{j-1} b_{i} Q_{i}}{\alpha^{j}}-1 . \tag{8}
\end{align*}
$$

Step 3. Calculate the mean value of the of the j -bit deviation:

$$
\begin{equation*}
\delta_{j}^{p_{j}}=\frac{\delta_{j \min }^{p_{j}}+\delta_{j \max }^{p_{j}}}{2} \tag{9}
\end{equation*}
$$

Step 4. Calculate the correct value of the j -bit:

$$
\begin{equation*}
Q_{j}=\alpha^{i}\left(1+\delta_{j}^{p_{j}}\right) \tag{10}
\end{equation*}
$$

Step 5. Recalculate $\mathrm{j}=\mathrm{j}+1$, if $\mathrm{j}<\mathrm{n}$ go to Step2, $j=n-$ calculation finished.

The results of algorithm realization for 6-bit ADC illustrated in Tab. 2

Table 2. The results of algorithm realization for 6-bit ADC

| Bit number | 0 | 1 | 2 | 3 | 4 | 5 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Bit weight (LSB) | 1 | 1.7 | 2.89 | 4.91 | 8.35 | 14.20 |
| Bit weight real <br> deviation (\%) | 0 | 0 | 0 | 5 | -10 | 5 |
| Bit weight estimated <br> deviation (\%) | 0 | 0 | 0 | 3.6 | -12.7 | 2.7 |
| Estimation error <br> (LSB) | 0 | 0 | 0 | -0.07 | -0.22 | -0.33 |

## 4. Method realization

For method realization the redundant successive approximation ADC structure [4] has been modified, so the new unit has been added (Fig. 3).


Fig. 3. Redundant successive approximation ADC with transfer function control unit
The main ADC units: AS - analog switch for input or auxiliary signal commutation on comparator input; ASU auxiliary signal unit generates auxiliary signal for initial calibration; $\alpha-\mathrm{DAC}$ - redundant DAC; MU, CU and MCU memory unit, control unit and main computing unit are used for
algorithm realization. The transfer function control unit (TFCU) is a new block that used for unused combinations identification.

Simplified algorithm of redundant successive approximation ADC functioning with transfer function control illustrates on Fig. 4.


Fig.4. Redundant successive approximation $A D C$ with transfer function control algorithm

Algorithm consists of two parts: self-configuration (Selfconfig) and main ADC conversion with transfer function control (TF control). Self-configuration is the first step after ADC turns on. The ASU generates linearly increasing signal which is converted by ADC. The aim of this phase is a border combination (BC) finding. The border combination is a last used combination before cortege of unused combinations (bottom BC), or first used combination after cortege of unused combinations (top BC). When all BCs pares are created the main ADC conversion phase with TF control begins.

During this phase the input signal converted to digital code TFCU instantly controls the transition of unused combinations in used category and vice versa. UnC to UC transition control is very simple because all BC pairs are created during Selfconfig phase. Every $\alpha$-DAC code is checked if it belongs to unused combination zones ( $\mathrm{K}_{\text {out }}=\mathrm{K}_{\mathrm{un}}$ ). In the case of positive result the bit's weights calculation algorithm starts and new bit weights are calculated. BCs are renewed too.

The UC to UnC transition control is more complicated because it foresees the control of non-appearance of UC, when it must appear. The first applicants on UC to UnC transition are bottom border combinations. On the other side it is necessary the appearance of corresponding value of $\mathrm{A}_{\text {in }}$ on the ADC input. To control the transition of bottom border combinations to unused category, TFCU identifies the situations when top BC has appeared, but bottom BC has not appeared during control time interval $\mathrm{T}_{\mathrm{c}}$. It may be possible because

$$
\begin{equation*}
\left.A\left(K_{t B C}\right)-A\left(K_{b B C}\right)\right) \leq 1 L S B, \tag{11}
\end{equation*}
$$

where $K_{t B C}$ and $K_{b B C}$ are top and bottom border combinations for the same UnC zone.

## 5. Transfer function control unit realization

Transfer function control unit is a main specific unit on the Fig. 3. It must:

1) Ensure the fixation of the bottom border combination obtained in the process of self-configuration.
2) Select only combinations that are included or may be included in the proper zone of unused combinations.
3) Organize the comparison of the input combination, which was marked in item 2 with border combination fixed in item 1.
4) Ensure the formation of the control signal in case of transition of the unused combination to the category of used and vice versa.

TFCU consist of different subunits. Possible realization of control subunit for traversing UnC zones by the input signal illustrates on Fig. 5.


Fig. 5. Control subunit for traversing UnC zones by the input signal
Both: Logical element LEi and RS-trigger Ti - control the input signal traversing via the UnC ( $\mathrm{n}-\mathrm{i}$ )-level zone. The quantity of LE-T pairs corresponds to the number of UnC zones. It is important that LEi chooses all top border combinations from all subzones ( $\mathrm{n}-\mathrm{i}$ )-level zone.

Another TFCU subunit illustrates on Fig. 6.
Zone combinations filter is used for selection of combinations which situated or may be situated in the zone of unused combinations of appropriate level (in this sample ( $\mathrm{n}-2$ )-level of 6bit ADC). A common feature of all these combinations are fixed values of the ( $\mathrm{n}-2$ )-nd and ( $\mathrm{n}-3$ )-rd bits, they are " 0 " and " 1 " respectively. This combination allows the commutation of lower bits of these code combinations at the inputs A of the comparator. The other comparator inputs receive the values of least significant bits of actual bottom border combination. In fact " 1 " on the $\mathrm{A}>\mathrm{B}$ comparator output indicates that combination transits from UnC category to UC category.


Fig. 6. Zone (n-2)-level control subunit for 6-bit redundant ADC

On the other hand if during some time the top border combination has formed on the SAR out ("1" on the LE1 out) but bottom border combination has not formed ("0" on the A = B comparator's output) it that combination transits from UC category to UnC. In both cases TFCU generates control signal for bit weights recalculation and the values of bottom BCc renewing.

## 6. Conclusions

It is shown that the use of weight redundancy in the form of redundant positional number systems creates fundamentally new opportunities for self-calibration analog to digital converter, the main feature of which is the execution of the calibration procedure exclusively into the digital form without the use of additional analog measures and components. Moreover the calibration may be performed on-line without interruption the main conversion process.

The structure of the ADC transfer function for successive approximation ADC with weight redundancy is analyzed, as a result the mathematical model of the ADC transfer function is improved by allocating zones of unused combinations.

Mathematical dependences between the different digits weights of ADC deviations and the list of unused combinations in the transfer function that allowed estimating weights digits deviations value without main conversion interruption are established.

A bits deviations estimating method of successive approximation ADC is proposed. It allows determining the deviations of converter individual bits without main conversion process interruption and thus reducing technological waste of time. Redundant successive approximation ADC with transfer function control algorithm is offered.

The practical implementation of bits weights deviations estimating method of the redundant successive approximation ADC by transfer function analysis is proposed. It allows implementing on-line calibration of SAR ADC with weight redundancy by adding the transfer function control unit. The technical realization solutions of transfer function control unit are offered.
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