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Abstract: Temporomandibular joint osteoarthritis (TMJ-OA) is a degenerative disorder affecting the TMJ and is 

distinguished by the gradual deterioration of the joint's interior surfaces. To identify and classify the TMJ-OA from 

panoramic dental X-ray images, many deep learning models were developed. Amongst, a faster region-based 

convolutional neural network (FRCNN) can find the condylar area and recognize its abnormalities by learning 

adequate features with a limited number of images. Nonetheless, the accuracy was not effective for larger databases. 

Hence in this article, an optimized generative adversarial network (OGAN) model is proposed to create larger 

panoramic dental X-ray images for TMJ-OA recognition. This GAN model utilizes the generator to produce synthetic 

panoramic dental images and trains the discriminator to decide whether the created images are real or counterfeit. 

Besides, an Elephant Herding Optimization (EHO) algorithm is adopted to select the most optimal hyperparameters 

of the GAN according to the clan and separating factors. Then, the created synthetic panoramic images are added to 

the actual database and partitioned into 2 distinct collections: training and test collections. The training collection is 

utilized to train the FRCNN, which extracts the condylar area from every image and identifies the abnormalities. 

Further, the trained model is tested using the test set to analyze the efficiency of TMJ-OA recognition. Finally, the 

experimental results exhibit that the OGAN-FRCNN model achieves an accuracy of 94.59% on the panoramic dental 

X-ray database, whereas the classical models such as VGG16, VGG19, ResNet50, InceptionV3, DenseNet121, 

YOLOv3 and FRCNN achieve 83.06%, 83.81%, 85.11%, 86.92%, 89.17%, 90.85% and 92.21% accuracy, respectively. 

Keywords: Temporomandibular joint, Osteoarthritis, Panoramic dental X-ray image, Deep learning, FRCNN, GAN, 

Hyperparameter, Elephant herding optimization. 

 

 
 

1. Introduction 

Osteoarthritis (OA) is the most common kind of 

arthritis that affects the TMJ. The osteoarticular 

region of the mandibular condyle and fossa is 

distorted as a result of OA. The most common cause 

of OA is excessive mechanical stress on joint tissue. 

When a continuous force is applied to the articular 

surface, subarticular bone resorption occurs 

(chondromalacia). The progressive bone change that 

occurs in the loss of the subchondral cortical layer 

and bone deterioration causes radiological 

osteoarthritis [1-3]. 

Health records, clinical diagnostics and 

radiographic assessment are used to examine TMJ-

OA. Practically, TMJ-OA presents as restricted lower 

jaw movement due to pain, crepitus, and local 

paraspinal tenderness in the joint promotion. OA is 

diagnosed when a radiographic scan indicates 

structural bone change [4-6]. OA may also be utilized 

to measure the condylar and Ramal asymmetry of the 

mandible in those with Juvenile Idiopathic Arthritis 

using orthopantomography (JIA). There are several 

general TMJ diseases and diagnoses, which are 

classified as painful or non-painful [7, 8]. 

Panoramic radiographs are typically used in the 

early stages of diagnosis when bone abnormalities in 

the TMJ are found. However, because the TMJ has 

microscopic bone structures at the joint site and the 

joint is covered by the big skull, basic imaging is 

difficult to identify bone changes [9-11]. Furthermore, 

structural changes or lesions in the TMJ are 
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commonly overlooked in basic radiographs due to 

insufficiently dematerialized bone tissue in the early 

stages of OA. As a result, evaluating panoramic 

radiographs necessitates the use of skilled specialists 

with extensive clinical experience, and further 

radiography must be ordered as needed. 

Unfortunately, when medical specialists who can 

effectively diagnose OA based on panoramic 

radiographs are unavailable on-site, transferring 

panoramic radiographs to a professional reading 

expert and waiting for the findings is cumbersome. 

Additionally, because a doctor cannot quickly 

determine the treatment state of osteoarthritis, the 

procedure of sending panoramic radiographs and 

waiting for diagnostic findings must be repeated. To 

combat such issues, the artificial intelligence (AI)-

based model has emerged to automatically treat OA 

of the TMJ [12-14]. Many innovations in the AI 

paradigm have presented different algorithms for 

examining X-ray scans [15]. Convolutional neural 

network (CNN) technology was proven for many 

purposes like extracting particular sections of X-ray 

scans and detecting abnormalities [16-20]. Various 

researches on dental X-ray image analysis have been 

undertaken, including tooth discovery by panoramic 

image analysis, osteoporosis analysis, and sinusitis 

analysis. However, investigations relying solely on 

panoramic X-ray analysis are ineffective. So,a model 

was developed [21] to recognize the mandibular 

condyle by categorizing panoramic dental X-ray 

scans using image recognition methods. First, the 

panoramic images were gathered retrospectively and 

2 different models were applied: (i) the first model 

called using FRCNN was used to recognize the TMJ-

OA and nearby anatomical patterns (such as joint 

fossa and condyle) and (ii) the other model, namely 

CNN was used to estimate whether the recognized 

anatomical area contains any irregularity depending 

on the shape of the TMJ. Moreover, fine-tuning CNN 

models such as VGG16, ResNet and Inception were 

performed to predict the existence or nonexistence of 

TMJ-OA. But, the major limitation of this model was 

that the image database was very limited, which 

influences the recognition efficiency. 

Therefore, this article proposes an OGAN model, 

which creates the synthetic panoramic images related 

to the TMJ-OA. In this GAN model, the generator is 

used to produce synthetic panoramic dental images 

with the optimal hyperparameters, whereas the 

discriminator is trained to decide whether the created 

images are realistic-like images or not. The optimal 

hyperparameters such as training rate, dropout retain 

probability, batch range and the number of neurons in 

dense units are selected by using the EHO scheme. 

The EHO is performed depending on the herding 

activities of elephant groups, which is modeled into a 

clan operator and separating operator for choosing 

the optimal hyperparameters. Once the OGAN 

execution is completed, the created synthetic 

panoramic images are included in the actual database 

to augment the number of learning and test images. 

Moreover, the learning images are fed to the FRCNN 

to capture the condylar area from those images and 

recognize the abnormalities. Further, the test images 

are used to validate the trained FRCNN model for 

TMJ-OA recognition. Thus, training and recognition 

efficiency is effectively increased by developing the 

OGAN-FRCNN model using a huge amount of 

panoramic dental images. 

The residual portions of this manuscript are 

arranged as: section 2 reviews the previous research 

associated with the TMJ-OA recognition. Section 3 

explains the OGAN as image augmentation for TMJ-

OA recognition using FRCNN and section 4 displays 

its efficacy. Section 5 summarizes the whole study 

and suggests further development. 

2. Literature survey 

A minimally invasive scheme was designed [22] 

to diagnose the TMJ-OA disorder. The intention was 

to analyze the relationship among a collection of 

biomarkers, which were related to the condylar 

morphology and to use artificial intelligence for 

TMJ-OA detection. In this scheme, serum and 

salivary levels of inflammatory biomarkers were 

quantified by the protein microarrays. As well, the 

neural network was trained with other condyles to 

recognize and categorize the level of TMJ-OA. But, 

it needs objective quantitative radiomic features of 

subchondral bone patterns while a large-scale dataset 

was utilized. 

A hybrid graph-cut (HGC) method was developed 

[23] with CNN to identify dental disorders from 

radiographic 2D dental images. First, a histogram 

using an adaptive scheme was utilized in the 

preprocessing to enlarge the disparity and balance the 

intensity of the entire X-ray 2D dental images. It was 

applied to differentiate the forefront teeth and the 

areas of background bones. Then, those images were 

split into areas related to the objects. Besides, the 

HGC partition was applied to partition the oral cavity 

and its tissues. Those were further learned by CNN to 

classify dental disorders. But, the number of training 

and testing images was insufficient to achieve 

maximum performance. 

The efficiency of AlexNet, VGG16 and DetectNet 

structures for TMJ-OA detection was discussed and 

analyzed [24] to categorize maxillary impacted 

supernumerary teeth (IST) in patients with 
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completely erupted incisors. But, it did not consider 

patients with mixed dentition, in which the ISTs 

recognition was complex due to the existence of 

unerupted permanent teeth. Also, the number of 

training and testing images was very limited. 

A dental defect identification framework was 

developed [25] by integrating the adaptive CNN 

(ACNN) and bag-of-visual words (BoVW). At first, 

the dental X-ray images were preprocessed by 

transforming them to grayscale before partition, 

boundary discovery and mask region-of-interest 

(ROI). Then, oriented FAST and rotated BRIEF with 

BoVW, speed up robust features (SURF) with BoVW, 

scale-invariant feature transform (SIFT) with BoVW 

and VGG16 were performed to capture and preserve 

the features mined from the images. Such features 

were further categorized by the logistic regression 

(LR), support vector machine (SVM), artificial 

neural network (ANN), decision tree (DT), gradient 

boosting and random forest (RF). However, this 

framework was not applicable for a broad variety of 

multiple and complex dental image databases. 

An advanced system was designed [26] to 

recognize certain points and lines in dental panoramic 

radiographs. This system has multiple phases: (a) 

recognizing synthetic patterns by the fuzzy K-means 

classification, (b) altering a tangent streak to the 

bottom edge of the bottom jawbone using the surface 

investigation, grey-level dilation, binarization and 

tagging, (c) recognizing the mental foramen area and 

its center using multi-thresholding, binarization, 

morphological functions and tagging, (d) producing a 

vertical streak to the tangent across the center of the 

cerebral foramen area and 2 similar streaks to the 

tangent via edges on the cerebral foramen crossed by 

the vertical, (e) moving a scan along the tangent to 

recognize fused binary points and (f) recognizing the 

bottom mandible alveolar crest line by identifying the 

inter-teeth gap based on the saliency and interest 

points feature interpretation. But, the collected 

images were very small and needed more 

characteristics since the detection of mandible crest 

line was difficult. 

A computer vision scheme was designed [27] 

using artificial intelligence to recognize and 

categorize different dental restorations in panoramic 

radiographs. At first, panoramic images were 

collected and cropped to find the ROI with maxillary 

and mandibular alveolar ridges. Then, the local 

adaptive threshold was applied to split the 

reconstructions and statistical features were obtained 

according to the shape and grayscale distribution. 

Further, a cubic SVM with error-correcting output 

code (ECOC) was applied to classify the features into 

the different restoration types. But, the number of 

training images was limited and the restorations, 

which were incorrectly detected, did not undergo the 

classification phase. 

A system to categorize jaw tumors were suggested 

[28] from the X-ray panoramic scans. Initially, the X-

ray panoramic scans were acquired and augmented 

by horizontal flipping and rotation. Afterward, those 

scans were provided to the pre-trained VGG16 and 

VGG19 to separate oral and maxillofacial disorders. 

But, the accuracy was not effective because of very 

limited training and testing images. 

Several supervised machine learning algorithms 

were suggested [29] for TMJ disorder classification 

using surface electromyography (SEMG). First, the 

SEMG scans were gathered and multiple 

characteristics were mined. Then, the most relevant 

characteristics were chosen and passed to the 

AdaBoost, DT, gradient boosting, xtreme gradient 

boosting and cat boost classification algorithms to 

recognize the TMJ disorder. But, these algorithms 

were not suitable for a massive number of dental 

images. 

A range of deep learning structures like 

DenseNet121, VGG16, InceptionV3 and ResNet50 

was recommended [30] to categorize the kind of 

canine impaction from panoramic dental 

radiographic images. But, the major drawback of this 

study was the limited dimension of the annotated 

database. The collected radiographic images were 

affected by low resolution and quality, which needs 

more data preprocessing. 

A computer-assisted recognition model was 

designed [31] using deep CNN to identify the third 

molar impacted teeth. First, many panoramic scans 

were collected and randomly partitioned. Then, a 

single-stage detector such as YOLOv3 was used and 

a 2-stage detector, namely FRCNN was used, which 

uses various backbones to finalize the recognition 

task. But, the major drawback of this model was that 

the number of scans was inadequate. 

2.1 Problem definition 

From the literature survey, the problems in the 

TMJ-OA recognition models are: 

• Some models need objective quantitative 

radiomic characteristics of subchondral bone 

patterns while utilizing a large-scale dataset. 

• Deep learning models can perform well on a 

large number of training images, i.e., these 

models require a broad variety of multiple 

and complex dental image databases. 
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Figure. 1 Flow diagram of the proposed TMJ-OA 

recognition system 
 

2.2 Research objective 

This research focuses on increasing the 

classification accuracy of TMJ-OA by learning more 

dental panoramic X-ray images using an optimized 

adversarial network and deep learning models. The 

below sections briefly describe the optimization of 

the adversarial network for image augmentation and 

TMJ-OA recognition. 

2.3 Scientific contribution 

According to the literature, most of the existing 

models are ineffective in terms of limited number of 

training and testing images. So, this proposed model 

can alleviate such problem by following major 

contributions: 

1. First, a panoramic dental X-ray image 

database is obtained and augmented by the 

OGAN.  

2. Then, the augmented images are partitioned 

into learning and test collections to train and 

validate the FRCNN with fine-tuning CNN 

models during the mandibular condylar 

detection and TMJ-OA recognition stage. 

3. Proposed methodology 

In this section, the OGAN model as panoramic 

image augmentation for TMJ-OA recognition is 

described briefly. Fig. 1 depicts the overall flow of 

the presented OGAN-FRCNN-based TMJ-OA 

recognition system.  

3.1 Generative adversarial network 

Primarily, the GAN is employed for augmenting 

the number of panoramic dental X-ray images and 

enhancing the training efficiency. It is engaged in 

producing artificial images to expand the real image 

database whilst training FRCNN and fine-tuning 

CNN models. GANs have been made by the 

adversarial models to extend the photos in an 

adversarial way. The configuration of GAN involves 

a generator 𝐺 and a discriminator 𝐷: (i) 𝐺 transforms 

a sample from a random uniform distribution into the 

picture distribution and (ii) 𝐷  verifies whether a 

sample belongs to the actual image distribution. In 

GANs, 𝐺 and 𝐷 are learned independently using the 

player theory. The weights of 𝐺  remain constant 

whereas it creates samples for 𝐷 to train on and vice 

versa if it is time to train 𝐺.  

The discriminator 𝐷 training task is comparable to 

that of any other neural network, which classifies 

both actual and counterfeit samples from 𝐺 . The 

discriminator loss function penalizes 𝐷  to 

misclassifying an actual sample as counterfeit or a 

counterfeit sample as actual and modifies 𝐷 ’s 

weights through back-propagation. Likewise, 𝐺 

creates samples, which are categorized by 𝐷 as being 

actual or counterfeit. After that, such outcomes are 

passed to the error factor that punishes 𝐺  for 

weakening to deceive 𝐷 and the back-propagation is 

utilized to alter 𝐺 ’s weights. Fig. 2 illustrates the 

simple GAN structure. 

Because 𝐺  enhances the training, 𝐷’s efficiency 

deteriorates since 𝐷 unable to discriminate between 

actual and counterfeit images. When 𝐺  performs 

effectively, 𝐷 achieves an accuracy of 50%. It causes 

an essential issue for GAN’s convergence. When 𝐺 

continues to train after 𝐷  has given fully random 

feedback, 𝐺 learns debris response and its efficiency 

will be impacted. Normally, 𝐺  is often a 

deconvolutional neural network, while 𝐷 is the CNN 

if 𝐺  is extremely accurate, i.e. its error value 

terminates at 0 and vice versa. Fig. 3 portrays 𝐺 

(deconvolutional neural network) and 𝐷 (CNN). 

Implementation of Basic GAN 

Fundamental 𝐺 in GAN model is illustrated in Fig. 

4 (a), whereas every layer in 𝐺 is portrayed in Fig. 4 

(b). Similarly, fundamental 𝐷  in GAN model is 

depicted in Fig. 5.  

In this model, an Adam optimizer is used, which 

is a procedure for primary-order gradient-based 

optimization of stochastic fitness factors, depending 

on the dynamic measures of low-order moments. It 

performs well if the cost (loss) function in training is 

reduced. The loss function for 𝐷  and 𝐺  is called  



Received:  July 4, 2022.     Revised: August 19, 2022.                                                                                                     195 

International Journal of Intelligent Engineering and Systems, Vol.15, No.6, 2022           DOI: 10.22266/ijies2022.1231.19 

 

 
Figure. 2 Panoramic dental image augmentation based on GAN structure 

 

 
Figure. 3 Generator vs. discriminator 

 

        
(a)                 (b) 

Figure. 4: (a) design of generator and (b) generator details 
 

binary cross-entropy, which is independent for all 

classes (vector component), defining that the error 

determined for all 𝐷  outcome vector elements is 

unaffected by the ranges of other elements. 

So, the knowledge of an image fitted to a specified 

group must not affect the result for the other group. 

Since it creates a binary categorization issue among 2 

classes in the given database, it is termed binary cross 

entropy error. 

Layer description 

The LeakyReLU activation factor is defined by 

 

𝑓(𝑖) = {
𝑖, 𝑖 ≥ 0

𝛼 × 𝑖, 𝑖 < 0
        (1) 

 

In Eq. (1), 𝛼 is set to be 0.2. For batch regularization, 

momentum defines the significance provided to the 

shifting mean or the delay in training average and 

discrepancy, therefore that interference owing to  
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Figure. 5 Design of discriminator 

 

mini-batch is neglected by 

 

𝜇𝑛𝑒𝑤 = 𝛽 × 𝜇𝑜𝑙𝑑 + (1 − 𝛽)𝜇𝑐𝑢𝑟𝑟𝑒𝑛𝑡      (2) 

 

𝜎𝑛𝑒𝑤
2 = 𝛽 × 𝜎𝑜𝑙𝑑

2 + (1 − 𝛽)𝜎𝑐𝑢𝑟𝑟𝑒𝑛𝑡
2        (3) 

 

𝛽 = 𝑚𝑜𝑚𝑒𝑛𝑡𝑢𝑚      (4) 

 

Typically, momentum is assigned a maximum 

range of roughly 0.99, defining maximum delay and 

time-consuming. If batch ranges are diminutive, the 

number of iterations operating can be high. Therefore, 

maximum momentum may lead to time-consuming, 

yet robust training of the moving average. On the 

other hand, if the batch size is larger, the number of 

iterations is less. As well, the data of mini-batch are 

generally equal to that of the populace. In this case, 

the momentum is low, thus the average and 

discrepancy are modified rapidly. So, a basic 

principle is that: 

 

• Minimum batch range = Maximum 

momentum (0.9 - 0.99) 

• Maximum batch range = Minimum 

momentum (0.6 – 0.85) 

 

Additionally, a dropout layer is integrated in 𝐷, 

which neglects neurons during the learning stage of a 

specific group of neurons based on the keep 

probability. This keep probability is selected 

randomly. 

3.2 Hyperparameter tuning based on EHO 

To achieve effective training of both 𝐺 and 𝐷, the 

EHO algorithm is introduced to select the GAN’s 

hyperparameters: (1) optimal learning rate, (2) 

optimal dropout retain probability, (3) optimal batch 

range and (4) optimum amount of neurons in dense 

units. 

So, the hyperparameter tuning procedure with 

EHO needs a term to be minimized during EHO 

implementation. According to the GAN, this model 

contains 𝐺  error (𝐺𝑙𝑜𝑠𝑠) , 𝐷  error (𝐷𝑙𝑜𝑠𝑠)  and 𝐷 

accuracy (𝐷𝑎𝑐𝑐): So, 

 

𝑚𝑖𝑛 𝐺𝑙𝑜𝑠𝑠 → 𝑚𝑖𝑛 𝐷𝑎𝑐𝑐 ↔ 𝑚𝑎𝑥 𝐷𝑙𝑜𝑠𝑠  (5) 

 

𝑚𝑎𝑥 𝐺𝑙𝑜𝑠𝑠 → 𝑚𝑎𝑥 𝐷𝑎𝑐𝑐 ↔ 𝑚𝑖𝑛 𝐷𝑙𝑜𝑠𝑠  (6) 

 

By considering these terms, the GAN 

hyperparameters are optimized by the EHO, which is 

a new meta-heuristic optimization scheme based on 

the herding activity of elephants. In the wild, 

elephants from various clans coexist under the 

direction of a matriarch and as male elephants mature, 

they separate from their family units. Such 2 

activities are modeled as 2 factors: 

3.2.1. Clan factor 

In every elephant clan, a matriarch oversees the 

community's everyday activities. So, for all elephants 

in a clan 𝐶𝑖, their consecutive location is impacted by 

matriarch 𝐶𝑖. For the elephant 𝑗 in 𝐶𝑖, it is fine-tuned 

by 

 

𝑥𝑛𝑒𝑤,𝐶𝑖,𝑗 = 𝑥𝐶𝑖,𝑗 + 𝛼 × (𝑥𝑏𝑒𝑠𝑡,𝐶𝑖
− 𝑥𝐶𝑖,𝑗) × 𝑟 (7) 

 

In Eq. (7), 𝑥𝑛𝑒𝑤,𝐶𝑖,𝑗 and 𝑥𝐶𝑖,𝑗 denote freshly fine-

tuned and the previous location for 𝑗  in 𝐶𝑖 , 

correspondingly, 𝛼 ∈ [0,1]  indicate the scaling 

variable, which computes the impact of 𝑚𝑖 on 𝑥𝐶𝑖,𝑗, 

𝑥𝑏𝑒𝑠𝑡,𝐶𝑖
 is 𝐶𝑖, i.e. the strongest elephant individual in 

𝐶𝑖 and 𝑟 ∈ [0,1]. The strongest elephant in all clans 

is updated by 

 

𝑥𝑛𝑒𝑤,𝐶𝑖,𝑗 = 𝛽 × (𝑥𝑐𝑒𝑛𝑡𝑒𝑟,𝐶𝑖
)  (8) 

 

In Eq. (8), 𝛽 ∈ [0,1] indicates the variable, which 

computes the impact of 𝑥𝑐𝑒𝑛𝑡𝑒𝑟,𝐶𝑖
 on 𝑥𝑛𝑒𝑤,𝐶𝑖,𝑗 . The 

expression 𝑥𝑛𝑒𝑤,𝐶𝑖,𝑗  is created by the data obtained 

by each elephant in 𝐶𝑖.  

Additionally, 𝑥𝑐𝑒𝑛𝑡𝑒𝑟,𝐶𝑖
 denotes the centroid of 𝐶𝑖 

and for the 𝑑𝑡ℎ size, it is determined by 

 

𝑥𝑐𝑒𝑛𝑡𝑒𝑟,𝐶𝑖
=

1

𝑛𝐶𝑖

× ∑ 𝑥𝐶𝑖
, 𝑗, 𝑑

𝑛𝐶𝑖

𝑗=1
     (9) 

 

In Eq. (9), 1 ≤ 𝑑 ≤ 𝐷 indicates the 𝑑𝑡ℎ size and  
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Table 1. Lists of notations 

Parameters Ranges 

Population size (𝒑𝒐𝒑_𝒔𝒊𝒛𝒆) 100 

Maximum population (𝑴𝒂𝒙_𝒑𝒐𝒑) 125 

Iteration 1150 

𝒏𝑪𝒍𝒂𝒏  5 

𝜶  0.25 

𝜷  0.05 

 

𝐷 denotes its overall size, 𝑛𝐶𝑖
 denotes the amount of 

elephants in 𝐶𝑖 , 𝑥𝐶𝑖
, 𝑗, 𝑑  is the 𝑑𝑡ℎ  of the elephant 

individual 𝑥𝐶𝑖
, 𝑗 . The center of 𝐶𝑖 , 𝑥𝑐𝑒𝑛𝑡𝑒𝑟,𝐶𝑖

 is 

determined through 𝐷 computations using Eq. (9). 

3.2.2. Separating factor 

The separating factor at all generations is 

determined as: 

 

𝑥𝑤𝑜𝑟𝑠𝑡,𝐶𝑖
= 𝑥𝑚𝑖𝑛 + (𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛 + 1) × 𝑟𝑎𝑛𝑑

                 (10) 

 

In Eq. (10), 𝑥𝑤𝑜𝑟𝑠𝑡,𝐶𝑖
 denotes the worst elephant 

individual in 𝐶𝑖 , 𝑥𝑚𝑎𝑥  and 𝑥𝑚𝑖𝑛  indicate the major 

and minor boundaries of the elephant individual 

location, 𝑟𝑎𝑛𝑑 ∈ [0,1] defines the type of stochastic 

and uniform distribution. The parameter settings for 

EHO are presented in Table 1. 

EHO Algorithm: 

Begin 

Initialization: Assign 𝑡 = 1, the population size 

𝑝𝑜𝑝_𝑠𝑖𝑧𝑒  and the maximum population 𝑀𝑎𝑥_𝑝𝑜𝑝 , 

𝛼, 𝛽, 𝑛𝐶𝑙𝑎𝑛 and the number of elephants for 𝐶𝑖 

Evaluate each elephant individual based on its 

location;   

𝒘𝒉𝒊𝒍𝒆(𝑡 ≤ 𝑀𝑎𝑥_𝑝𝑜𝑝)  

 𝒇𝒐𝒓(𝑖 = 1 𝑡𝑜 𝑛𝐶𝑙𝑎𝑛) 

  Rank clan elephants based on their 

fitness; 

  𝑥𝑏𝑒𝑠𝑡,𝐶𝑖
= 𝑖𝑛𝑖𝑡𝑖𝑎𝑙 𝑒𝑙𝑒𝑝ℎ𝑎𝑛𝑡; 

  𝑥𝑤𝑜𝑟𝑠𝑡,𝐶𝑖
= 𝑙𝑎𝑠𝑡 𝑒𝑙𝑒𝑝ℎ𝑎𝑛𝑡 

  Execute clan operator; 

  Execute separating operator; 

  Examine the inhabitants based on the 

freshly fine-tuned locations; 

  Swap the most unpleasant elephant 

individuals; 

  𝑡 = 𝑡 + 1; 

 𝒆𝒏𝒅 𝒇𝒐𝒓 

𝒆𝒏𝒅 𝒘𝒉𝒊𝒍𝒆  

Obtain the best solution i.e., best hyperparameters 

for GAN; 

End 

Based on the optimal hyperparameters, the GAN 

is implemented to create the synthetic panoramic 

dental X-ray images for effective training of the 

FRCNN and fine-tuned CNN models. Once GAN 

execution is completed, the created synthetic images 

are added to the actual database to obtain a new 

database, which involves a massive amount of 

panoramic dental X-ray images. Then, this new 

database is partitioned into learning and test sets. The 

learning collections are utilized to train the FRCNN 

and fine-tuning CNN models to recognize the 

mandibular condyle area and classify TMJ-OA, 

respectively. Further, the test samples are classified 

by the trained model into TMJ-OA and normal 

images. 

4. Experimental results 

In this section, the effectiveness of the OGAN-

FRCNN with fine-tuning CNN is analyzed by 

implementing it in MATLAB 2019b. In this analysis, 

a total of 116 panoramic dental X-ray images are 

taken from 

https://data.mendeley.com/datasets/hxt48yk462/2. 

By using OGAN, 6000 images are created in this 

study. From this database, 65% of images are applied 

for learning and the residual 35% are applied for 

testing. Also, a comparative analysis is presented for 

proposed and existing models: HGC-CNN [23], 

SVM-ECOC [27], VGG16 [28], VGG19 [28], 

DenseNet121 [30], InceptionV3 [30], ResNet50 [30], 

YOLOv3 [31] and FRCNN [21] regarding precision, 

recall, f-measure and accuracy. The evaluation 

metrics are described below. 

 

• Accuracy: It is the proportion of exact 

recognition over the total samples tested. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 (𝑇𝑃)+𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 (𝑇𝑁)

𝑇𝑃+𝑇𝑁+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 (𝐹𝑃)+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 (𝐹𝑁)
    (11) 

 

In Eq. (11), the quantity of normal samples 

properly categorized as normal is TP, while the 

quantity of TMJ-OA samples properly categorized as 

TMJ-OA is TN. Also, FP is the quantity of TMJ-OA 

samples improperly categorized as normal, whereas 

FN is the quantity of normal samples improperly 

categorized as TMJ-OA. 

 

• Precision: It determines the correctly 

recognized labels at TP and FP rates. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
             (12) 
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Figure. 6 Evaluation of precision, recall & f-measure for 

proposed and existing TMJ-OA recognition models 

 

 
Figure. 7 Comparison of accuracy for proposed and 

existing TMJ-OA recognition models 

 

 

• Recall: It is the proportion of labels, which 

are correctly recognized at TP and FN rates. 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
            (13) 

 

• F-score (𝐹): It is measured as: 

 

𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =
2×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
         (14) 

 

Fig. 6 illustrates the efficiency of various models 

applied to the panoramic dental X-ray database to 

classify the TMJ-OA. It observes that the 

effectiveness of the OGAN-FRCNN model in terms 

of precision, recall and f-score is greater than that of 

other classifier models because of increasing the 

number of training images. So, this scrutiny indicates 

that the precision values obtained by the OGAN-

FRCNN are 17.9% higher than the SVM-ECOC, 

15.3% higher than the HGC-CNN, 13% superior to 

the VGG16, 11.4% superior to the VGG19, 9.9% 

superior to the ResNet50, 8% superior to the 

InceptionV3, 4.7% superior to the DenseNet121, 

3.6% superior to the YOLOv3 and 1.8% higher than 

the FRCNN.  

The recall values obtained by the OGAN-FRCNN 

are 19.6% larger than the SVM-ECOC, 16% larger 

than the HGC-CNN, 13.9% larger than the VGG16, 

13% larger than the VGG19, 11.2% larger than the 

ResNet50, 8.9% larger than the InceptionV3, 6.2% 

larger than the DenseNet121, 4.4% larger than the 

YOLOv3 and 2.7% larger than the FRCNN. 

Similarly, the f-score values obtained by the OGAN-

FRCNN are 18.8% greater than the SVM-ECOC, 

15.6% superior to the HGC-CNN, 13.5% superior to 

the VGG16, 12.1% superior to the VGG19, 10.5% 

greater than the ResNet50, 8.5% greater than the 

InceptionV3, 5.4% greater than the DenseNet121, 

4% greater than the YOLOv3 and 2.3% greater than 

the FRCNN. 

Fig. 7 exhibits the accuracy of various models 

applied to the panoramic dental X-ray database to 

classify the TMJ-OA. It observes that the accuracy of 

the OGAN-FRCNN is 19.3% better than the SVM-

ECOC, 15.7% better than the HGC-CNN, 13.9% 

better than the VGG16, 12.9% better than the VGG19, 

11.1% better than the ResNet50, 8.8% better than the 

InceptionV3, 6.1% better than the DenseNet121, 

4.2% better than the YOLOv3 and 2.6% better than 

the FRCNN. Thus, it indicates that the OGAN-

FRCNN with fine-tuned CNN models achieves a 

higher efficacy in detecting mandibular condylar and 

recognizing TMJ-OA in the X-ray dental images. 

Thus, the OGAN-FRCNN can improve the 

classification of panoramic dental X-ray scans to 

recognize TMJ-OA patients by augmenting the 

training and testing sets, whereas all other existing 

models such as SVM-ECOC, HGC-CNN, VGG16, 

VGG19, ResNet50, InceptionV3, DenseNet121, 

YOLOv3 and FRCNN lacks the training and testing 

image collections. 

5. Conclusion 

In this paper, the OGAN with a deep learning 

classification model was designed for panoramic 

dental X-ray image augmentation and TMJ-OA 

classification. First, the panoramic X-ray image 

database was collected and fed to the GAN model to 

produce the synthetic panoramic X-ray images. In 

this GAN, the hyperparameters were selected by the 

EHO algorithm for effective training of both 

generator and discriminator. Then, those synthetic 

images are included in the actual database to obtain 

training and test sets. Later, the FRCNN and fine-

tuning CNN models were trained using the training 

images to detect the condylar area and classify the 

TMJ-OA. Moreover, the test images were classified 

by trained model into normal and TMJ-OA. At last, 
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the test outcomes of the OGAN-FRCNN model on 

panoramic dental X-ray images proved that it has 

94.59% accuracy for TMJ-OA recognition in contrast 

with the existing models. 
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