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Abstract: This paper presents a new method relied on improved coyote optimization algorithm (ICOA) for traveling 

salesman problem (TSP). COA is a recent recently metaheuristic algorithm that is inspired from the social life of 

coyote. To improve the performance of ICOA, the 2-opt algorithm is applied to adjust created new solutions. In 

addition, the swapping technique with varying exchange city number is also equipped to enhance the exploration and 

exploitation ability of ICOA. The efficiency of the ICOA is compared with COA on the 14-, 30-, 48-, 52-, 76- and 

100-city instances. The simulated results show that ICOA reaches the better results than COA for the most instances. 

The average error of ICOA is 0.0057%, 0.2937%, 0.0613%, 5.8431% and 49.3940% lower than that of COA for the 

30-, 48-, 52-, 76- and 100-city instances, respectively. Furthermore, the maximum, average and standard deviation 

objective values as well as the number of convergence generations of ICOA are also lower than those of COA. 
Moreover, ICOA has also achieved the optimal solution with higher quality compared to the previous approaches in 

literature. Consequently, ICOA is one of the methods worth considering for the TSP problem. 

Keywords: Coyote optimization algorithm, Traveling salesman problem, 2-opt algorithm, Swapping technique, 

Improved coyote optimization algorithm. 

 

 

1. Introduction 

Finding the shortest tour length with given 

number of cities for salesman is the goal of the 

traveling salesman problem (TSP). The obtained tour 

has to ensure that all cities are visited only once. The 

initiative of the TSP has been used in many technical 

problems such as crystallography, wallpaper cutting, 

computer wiring [1], scheduling, social networks [2] 

and logistics problem [3]. However, the TSP is a NP-

complete problem [4]. Furthermore, the number of 

possible solutions may reach to n! if there are n cities 

in each tour. Thus, researching the effective 

approaches for the TSP is attracted by many 

researches.  

The TSP has been solved by various methods 

since it was first proposed in 1970 [5]. The used 

methods can be divided into the exacting and 

metaheuristic methods. The main property of 

exacting methods such as branch-and-cut [6], 

pseudo-polynomial exact algorithm [7] and branch-

and-bound [8] is that the problem model is described 

complexly. Furthermore, they may take a lot of time 

for the large-scale TSP problems [9]. Thus, the TSP 

has been mainly solved by metaheuristic methods so 

far due to their simplicity of problem description and 

reaching high performance [9]. For the metaheuristic 

approaches, in addition to the popular approaches that 

already used such as particle swarm optimization 

(PSO) [10], genetic algorithm (GA) [11], simulated 

annealing (SA) [12] and ant colony optimization 

(ACO) [13], there are many recent methods such as 

cuckoo search (CS) [14], discrete tree-seed algorithm 

(DTSA) [15], symbiotic organisms search (SOS) [12], 

equilibrium optimizer [16] and artificial ecosystem 

optimization [17]. The issue of concern for using the 

metaheuristic approaches is the dependence on the 

control parameters of the algorithm to the obtained 

results. An inappropriate selection of control 

parameters may affect negatively to the obtained 

result quality. When using PSO for the TSP problem, 
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the scaling factor of the velocity increments 𝑐1 and 𝑐2 

must be set. In [18], the authors has proved that their 

different values have affected to the obtained results. 

By applying GA, mutation and crossover rates are 

also to be chosen. In [11], their values are set to 0.7 

and 0.1. As using ACO for the TSP problem, the 

relative pheromone influence indexes α, β and γ are 

also to be set before executing the algorithm [13]. By 

using DTSA, the search tendency index has to be 

selected [15]. Similarly, the bad-solution portion of 

CS [14] or the initial temperature and cooling rate of 

SA [12] have to be set as applying CS and SA for the 

TSP problem. In this respect, some algorithms with 

no or few special control parameters such as SOS 

[12], EO [16] and AEO [17] will help users easily 

apply to the TSP problem. Therefore, choosing 

algorithms without special control parameters or 

researching to eliminate the influence of control 

parameters when using these algorithms for the TSP 

problem is a matter of concern. In addition, in recent 

years in order to improve the efficiency of 

metaheuristic algorithms for the TSP problem, many 

studies have focused on improving or combining 

methods to achieve high quality results for the TSP 

problem. For example, in [12] the combination of  

SOS and SA (SOS-SA) has gained the better results 

than SOS for the TSP problem. In [19], the 

combination of  firefly algorithm and ACO has 

demonstrated higher performance over ACO for the 

TSP problem. Similarity, in the combination of GA, 

PSO, ACO (GA-PSO-ACO) has outperformed to GA 

and PSO [20]. In [21], the combination of harris hawk 

optimizer and ACO has gained the higher 

performance over PSO, GA and ACO for the TSP 

problem. In [22], the combination of ACO and GA 

(ACO-GA) has searched the optimal solution of the 

TSP problem faster than the original algorithms. 

Although the number of metaheuristic approaches for 

the TSP problem is abundant, it is clear that there is 

no quality method for all of problems. Based on the 

no-free-lunch theorem, an algorithm can achieve high 

performance for a given problem but it may not be 

still suitable when applied for other problems [23]. 

Therefore, researching to add new methods for the 

TSP problem still need to be encouraged. 

Coyote algorithm (COA) is a recent recently 

metaheuristic algorithm that is inspired from the 

social life of coyote [24], wherein the social condition 

of each coyote is represented for a candidate solution 

of the optimization problem. The COA population is 

divided into small groups. The characteristic of each 

group is expressed through the leader and the 

trending individual of the group. New candidate 

solutions of each group are generated by interaction 

with the leader and trending coyotes of the group. 

Furthermore, the worst coyote in each group is also 

replaced by a new one in the search space. Moreover, 

the information exchange among groups also helps 

COA to avoid trapping to local optimal. The 

application of COA has been carried out for many 

problems such as electric network operation 

optimization [25], control water-pumping system 

[26] and photovoltaic model parameters extraction 

[27], etc. However, the efficiency of COA for 

different problems such as the TSP problem is also a 

question that needs to be clarified. In this paper, 

ICOA is adapted to determine the best tour length of 

the TSP. In which, the 2-opt algorithm is applied to 

modify the candidate solutions generated by COA. In 

addition, to improve the ICOA performance, the 

swapping technique with varying exchange city 

number is proposed for enhancing the exploration 

and exploitation of ICOA. The effectiveness of ICOA 

is compared with COA as well as previous algorithms 

in literature on different TSPs such as 14-, 30-, 48-, 

52-, 76- and 100-city instances. Based on the 

achieved results, the contributions of this work can be 

summarized as follows: 

 

(i) ICOA is the first proposed for the TSP 

problem. 

(ii) The 2-opt and swapping techniques with 

variable exchange city number have been applied to 

improve ICOA performance for the TSP problem. 

(iii) The robustness of ICOA has evaluated on the 

instances consisting of 14-, 30-, 48-, 52-, 76- and 

100-city. 

(v) The proposed ICOA has achieved the better 

results than COA and some previous algorithms in 

the literature for the TSP problem. 

 

The rest paper is organized as follows: The TSP 

problem is described in section 2. The COA’s 

application to the TSP problem is described in section 

3. ICOA for TSP problem is shown in section 4. 

Section 5 shows the numerical results for the 

instances. The conclusion is presented in final section. 

2. Travelling salesman problem 

The distance between two cities of the tour is 

defined as follows: 

 

𝑑(𝑐𝑖, 𝑐𝑖+1) = √(𝑥𝑖 − 𝑥𝑖+1)2 + (𝑦𝑖 − 𝑦𝑖+1)2 (1) 

 

Where, (𝑥𝑖, 𝑦𝑖) and (𝑥𝑖+1, 𝑦𝑖+1 ) are coordinates 

of the city 𝑖 and 𝑖 + 1.  

Then, the length of the whole tour with D cities is 

calculated as follows: 
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Input: The 𝑇𝑐
𝑔

, 𝐼𝑇𝑐
𝑔

 

Set ∆𝐷𝑚𝑖𝑛  = 0  

For i = 1 to 𝐷 do 

𝑛1 = 𝑖  
𝑚1 = 𝑖 − 1 

If 𝑚1 = 0 then 

𝑚1 =  𝑁𝑐𝑖𝑡𝑦   

End if 

For j = i + 2 to D do 

𝑛2 =  j  
𝑚2 = 𝑛2 − 1  
∆𝐷 = 𝑑(𝑚1, 𝑚2) + 𝑑(𝑚1, 𝑚2) −
𝑑(𝑚1, 𝑛1) − 𝑑(𝑚2, 𝑛2)  

If ∆𝐷 < ∆𝐷𝑚𝑖𝑛  then 

∆𝐷𝑚𝑖𝑛 =  ∆𝐷  
Save positions of 𝑚1, 𝑛1, 𝑚2 and 𝑛2 

End if 

End for j 

End for i 

Swap the current tour to create the new one: 

𝐼𝑇𝑐
𝑔

 (𝑛1: 𝑚2) = 𝑟𝑒𝑣𝑒𝑟𝑠𝑒 (𝐼𝑇𝑐
𝑔

 (𝑚2: 𝑛1))  

Update the 𝑇𝑐
𝑔

 

Output: The new tour T𝑐
𝑔

 and IT𝑐
𝑔
 

Figure. 1 The pseudo code of the 2-opt algorithm for 

adjusting the current tour 

 

 𝑓(𝑡𝑜𝑢𝑟) = ∑ 𝑑(𝑐𝑖, 𝑐𝑖+1)𝐷−1
𝑖=1 + 𝑑(𝑐𝐷 , 𝑐1) (2) 

 

Where, 𝑑(𝑐𝐷 , 𝑐1) is the distances between the city 

𝑐𝐷 and the first one. 

3. Application COA for TSP 

In this section, COA is adjusted for the TSP 

problem. Details of the COA steps are described as 

follows:  

Step 1: Generate the initial current tours 

In COA, the behaviour of each coyote is 

considered as a candidate solution of the optimization 

problem. The coyote population is divided into 𝑛𝑔 

groups, wherein there are 𝑛𝑐 coyotes in each group. 

Thus, to solve the TSP using COA, each candidate 

tour is presented by the coyote’s behaviour. It is 

created as follows:  

 

𝑇𝑐
𝑔

= 𝑇𝑙 + 𝑟𝑎𝑛𝑑 (0,1). (𝑇ℎ − 𝑇𝑙) (3) 

 

Where 𝑇𝑐
𝑔

 is the solution 𝑐 in group 𝑔 with 𝑐 =
1,2, … , 𝑛𝑐  and 𝑔 = 1,2, … , 𝑛𝑔 . 𝑇ℎ  and 𝑇𝑙  are the 

boundaries of solutions. For TSP, they are selected to 

[-1000, 1000] for all control variables. 

The initialization process will generate real 

numbers. Thus, to get the real tour corresponding to 

each candidate solution, the solution 𝑇𝑐
𝑔

 is sorted in 

ascending order and the index vector ( 𝐼𝑇𝑐
𝑔

) 

showing order of each control variable in the solution 

is considered as the corresponding tour of the solution 

𝑇𝑐
𝑔

. For example, the 𝑇𝑐
𝑔

 has value of [604.6, 414.3, 

-382.7, -418.1, -504, -652.7, 954.1, 706.3, 657,  644, 

692.5, -966.6, 913.1, 344.3], the coresponding tour 

𝐼𝑇𝑐
𝑔

 will be [12, 6, 5, 4, 3, 14, 2, 1, 10, 9, 11, 8, 13, 

7]. 

To enhance the quality of the generated candidate 

tours, the 2-opt algorithm [28] is used to adjust the 

current tours. This technique is performed by cutting 

two edges of the tour and connecting two parts of the 

tour to create a new one. If the two new edges are 

shorter than the old ones, the old tour will be replaced 

by the new one. The pseudo code of the 2-opt 

algorithm is presented in Fig. 1. Then, the quality of 

each candidate tour (𝑓𝑐
𝑔

) is calculated by using the 

fitness value as shown in Eq. (2). The best coyote 

(𝑇𝑏𝑒𝑠𝑡) with the lowest tour length value (𝑓𝑏𝑒𝑠𝑡) is 

gained. 

Step 2: Generate new candidate tours 

In COA, behaviour of coyotes is formed by 

interacting between the leader coyote behaviour and 

the tendency behaviour of the group. Thus, for TSP, 

the new tours are generated as follows: 

 

𝑛𝑒𝑤𝑇𝑐
𝑔 = 𝑇𝑐

𝑔
+ 𝑟𝑎𝑛𝑑 (0,1). (𝑇𝑙𝑒

𝑔
− 𝑇𝑟1

𝑔
) + 

𝑟𝑎𝑛𝑑 (0,1). (𝑇𝑡𝑒
𝑔

− 𝑇𝑟2
𝑔

)      (4) 

 

Where, 𝑛𝑒𝑤_𝑇𝑐
𝑔

 is the new solution 𝑐 in group 𝑔. 

𝑇𝑙𝑒
𝑔

 is the best tour in the group 𝑔. 𝑇𝑡𝑒
𝑔

 is the tendency 

tour of the group 𝑔 that is defined by the median of 

fitness values in the group 𝑔. 𝑇𝑟1
𝑔

 and 𝑇𝑟2
𝑔

 are random 

tours in the group 𝑔. 

The new tours are adjusted by using the 2-opt 

algorithm and evaluated the quality by the using Eq. 

(2). Then, the current tours are updated by using the 

selection technique as follows: 

 

𝑇𝑐
𝑔

= {
𝑛𝑒𝑤_𝑇𝑐

𝑔
 , 𝑖𝑓 𝑛𝑒𝑤_𝑓𝑐

𝑔
<  𝑓𝑐

𝑔

𝑇𝑐
𝑔

 ,            𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒           
 (5) 

 

𝑓𝑐
𝑔

= {
𝑛𝑒𝑤_𝑓𝑐

𝑔
 , 𝑖𝑓 𝑛𝑒𝑤_𝑓𝑐

𝑔
<  𝑓𝑐

𝑔

𝑓𝑖𝑡𝑐
𝑝

 ,            𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒        
 (6) 

 

Where, 𝑛𝑒𝑤_𝑓𝑐
𝑔

 is the fitness value of the tour 

𝑛𝑒𝑤_𝑇𝑐
𝑔

. 

Step 3: Replace the worst tour in each group 

In each coyote group, the worst coyote that is 

poorly adapted to the environment will be died and 

replaced by a new one (𝑇𝑛𝑒𝑤
𝑔

). Thus, the new tour in 

each group is generated as follows: 
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1 2 3 4 5 6 7 8 9 10 

swap(3,8) 

1 2 8 4 5 6 7 3 9 10 
 

(a) 
 

1 2 3 4 5 6 7 8 9 10 

swap(3,8) 

1 2 8 4 5 6 7 3 9 10 

swap(1,4) 

4 2 8 1 5 6 7 3 9 10 
 

(b) 
Figure. 2 The example of swapping technique: (a) 

swapping technique and (b) swapping technique with 

variable exchange city number 

 

𝑥𝑛𝑒𝑤,𝑗
𝑔

=  

{

𝑥𝑟1,𝑗
𝑔

 , 𝑖𝑓 𝑟𝑎𝑛𝑑 < 1 𝐷⁄                                

𝑥𝑟2,𝑗
𝑔

 , 𝑖𝑓 𝑟𝑎𝑛𝑑 < 1 𝐷⁄ + 0.5(1 − 1 𝐷⁄ )

𝑥𝑟,𝑗
𝑔

  , 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                         

 (7) 

 

Where, 𝑥𝑛𝑒𝑤,𝑗
𝑔

 is the control variable 𝑗 with 𝑗 =

1,2, … , 𝐷 of the new tour in the group 𝑔. 𝐷 is number 

of cities of the TSP. 

The new tour is adjust using the 2-opt algorithm 

and evaluated the quality by the using Eq. (2). Then, 

the selection technique as shown in Eqs. (5) and (6) 

is used to replace the worst tour in each group. 

Step 4: Exchange of the tours among groups 

In COA, the solutions in each group often move 

to a certain area in the search space. Thus, the 

information exchanging among the groups helps to 

avoid trapping to local optimal. This technique is 

formed based on the metaphor that occasionally 

coyotes may leave from their group to join another 

group. The probability of exchanging the solutions 

between two groups is defined as follows: 

 

   𝑟𝑎𝑛𝑑 < 0.005𝑛𝐶
2                     (8) 

 

If Eq. (8) is satisfied, two groups of tours are 

chosen to exchange a tour as follows: 

 

{
𝑔(𝑟𝑔,1, 𝑟𝑇,1) =  𝑔(𝑟𝑔,2, 𝑟𝑇,2)

𝑔(𝑟𝑔,2, 𝑟𝑇,2) =  𝑔(𝑟𝑔,1, 𝑟𝑇,1)
𝑤𝑖𝑡ℎ 𝑟𝑔,1 ≠ 𝑟𝑔,2 (9) 

 

Where 𝑟𝑔,1  and 𝑟𝑔,2  are random positions of 

chosen groups. 𝑟𝑇,1 and 𝑟𝑇,2 are random positions of 

chosen coyotes in the corresponding selected groups. 

Finally, based on the new tours and their fitness 

value, the best tour 𝑇𝑏𝑒𝑠𝑡 is updated again. The steps 

from 2 to 4 are executed until the current generation 

(𝐶𝐺) reaches to the maximum value (𝐺𝑚𝑎𝑥). 

4. Improved COA for TSP 

In this section, the improved COA is presented to 

enhance the quality of candidate tours that are 

generated by COA as described in section 3. To 

improve the quality of candidate tours generated in 

Step 2 of COA, the tours will be updated one more 

time using the swapping technique [29, 15]. For 

swapping the tour, two random integer numbers from 

1 to 𝐷 are generated. Then, these positions in the tour 

will be swapped to form a new one. An example of 

swapping technique is presented in Fig. 2 (a). 

It can be seen that the swapping technique only 

makes minor changes on the tour. It is not efficient to 

use the same swapping technique in every generation. 

Therefore, in this work the swapping technique with 

varying exchange city number is proposed for ICOA. 

Firstly, the positions for swapping is determined by 

the below equation: 

 

{
𝑘1,i = 𝑟𝑜𝑢𝑛𝑑(0.5 + (𝐷 − 1). 𝑟𝑎𝑛𝑑)

𝑘2,i = 𝑟𝑜𝑢𝑛𝑑(0.5 + (𝐷 − 1). 𝑟𝑎𝑛𝑑) 
𝑘2,i ≠ 𝑘1,i  (10) 

 

Where, 𝑘1,i and 𝑘2,i are the swapping positions of the 

tour 𝐼𝑇𝑐
𝑔

 at the swapping ith with 𝑖 = 1, 2, … , 𝑛𝑠𝑤. 𝑛𝑠𝑤 is 

number of cities for swapping. 

Then, the new tour is formed by exchanging the 

variable of between two positions as follows: 

 

[𝐼𝑇𝑐
𝑔

(𝑘1,i), 𝐼𝑇𝑐
𝑔

(𝑘2,i)] = 

 𝑠𝑤𝑎𝑝 (𝐼𝑇𝑐
𝑔

(𝑘1,i), [𝐼𝑇𝑐
𝑔

(𝑘2,i))     (11) 

 

Where, 𝐼𝑇𝑐
𝑔

(𝑘1,i)  and 𝐼𝑇𝑐
𝑔

(𝑘2,i)  are control 

variables 𝑘1th and 𝑘2th of the tour 𝐼𝑇𝑐
𝑔

 at the swapping 

ith. Swap is the function of swapping two elements.  

As shown in Fig. 2 (b), the new tour is 

significantly different from the original tour with the 

number of swapping cities of two. The number of 

cities for swapping ( 𝑛𝑠𝑤 ) will be inversely 

proportional to the number of generations. In the 

earlier generations the number of swapped cities will 

increase to enhance the exploration ability of ICOA 

while this value will decrease as the number of 

generations increases to focus on the search space 

exploitation ability. Its mathematical model is 

described in as shown in Eq. (12).  

 

 𝑛𝑠𝑤 = 𝑟𝑜𝑢𝑛𝑑 (𝑟𝑎𝑛𝑑. 𝑛𝑠𝑤,𝑚𝑎𝑥 .
𝐺𝑚𝑎𝑥−𝐶𝐺 

𝐺𝑚𝑎𝑥
) (12) 

 

Where, 𝑛𝑠𝑤,𝑚𝑎𝑥 is the maximum number of cities  
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Input: The 𝑇𝑐
𝑔

, 𝐼𝑇𝑐
𝑔

 

Determine 𝑛𝑠𝑤 using (12)   

For i = 1 to 𝑛𝑠𝑤 do 

𝑘1 = 𝑟𝑜𝑢𝑛𝑑(0.5 + (𝐷 − 1). 𝑟𝑎𝑛𝑑) 
𝑘2 = 𝑟𝑜𝑢𝑛𝑑(0.5 + (𝐷 − 1). 𝑟𝑎𝑛𝑑)  

While 𝑘1 = 𝑘2 do 

𝑘2 = 𝑟𝑜𝑢𝑛𝑑(0.5 + (𝐷 − 1). 𝑟𝑎𝑛𝑑)  

End while 

𝑡𝑒𝑚𝑝 =  𝐼𝑇𝑐
𝑔

(: , 𝑘1) 

𝐼𝑇𝑐
𝑔(: , 𝑘1) =  𝐼𝑇𝑐

𝑔
(: , 𝑘2) 

𝐼𝑇𝑐
𝑔(: , 𝑘2) = 𝑡𝑒𝑚𝑝 

End for i 

Update the 𝑇𝑐
𝑔

 relied on ITc
g
 

Output: The new tour 𝑇𝑐
𝑔

 and 𝐼𝑇𝑐
𝑔
 

Figure. 3 The pseudo code of the swapping technique 

with variable exchange city number 

 
Begin

- Generate randomly ng.nc tours using (3)

- Adjust the current tours using the 2-opt algorithm 
- Calculate the fitness value of the tours using (2)

- Set current generation (CG) to 1

CG = CG + 1
No

Yes

Finish

- Create new tours in the groups using (4)

- Adjust the new tours using the 2-opt algorithm

- Calculate the fitness value of the tours using (2)

- Update the current tours using (5) and (6)

- Determine the number of swapping cities for each tour in each group

- Swap the tour in each group using the swapping technique

- Adjust the new tours using the 2-opt algorithm

- Calculate the fitness value of the tours using (2)

- Update the current tours using (5) and (6)

- Generate a new tour in each group using (7)

- Adjust the new tours using the 2-opt algorithm

- Calculate the fitness value of the tours using (2)

- Update the worst tour in each group using (5) and (6)

Exchange a random tour among two random groups using (9)

Update the best tour with the best fitness value

CG =  CGmax

Yes

No20.005 crand n

 
Figure. 4 The flowchart of ICOA for the TSP 

 

for swapping that is limited to ten in this work. 

The pseudo code of the swapping technique with 

input of the solution 𝑇𝑐
𝑔

 and the index vector 𝐼𝑇𝑐
𝑔

 is 

given in Fig. 3. The whole steps of ICOA for the TSP 

is shown in Fig. 4. 

5. Numerical results and discussions 

The COA and ICOA for the TSP are implemented 

in Matlab 2016a and executed on the personal 

computer with 4GB memory and core i5 processer. 

The instances are selected from the TSP library 

consisting 14, 30, 48, 52, 76 and 100 cities for 

searching the shortest length [5], [30]. For the 14 and 

30 cities, the control parameters of 𝑛𝑔, 𝑛𝑐 and 𝐺𝑚𝑎𝑥 

are chosen to 2, 5 and 50, respectively. For the rest 

instances, they are set to 5, 8 and 300, respectively. 

Both of COA and ICOA are independently executed 

30 times. To assess performance of COA and ICOA, 

the average error (AE) that shows the error between 

the average result (𝑓𝑎𝑣) in 30 runs and the best-known 

result (𝑓𝑏𝑘 ) is used. The AE is defined as follows 

[31]: 

 

𝐴𝐸 =
𝑓𝑎𝑣−𝑓𝑏𝑘

𝑓𝑏𝑘
. 100%                   (13) 

 

The comparison results of effectiveness between 

ICOA and COA for the TSPs are presented in Table 

1. For the 14-city instance, both of ICOA and COA 

have determined the best tour in each execution. This 

is represented by the equality of the maximum (𝑓𝑚𝑎𝑥), 

optimal ( 𝑓𝑜𝑝 ), average and best-known values. 

However, the number of average convergence 

generations (𝐺𝑎𝑣) of ICOA is smaller than that of 

COA. For the 30-city instance, ICOA and COA have 

also found the best solution in 30 runs, but the 

average fitness value in 30 runs of ICOA is lower 

than that of COA. The AE value of ICOA is 0.0013% 

that is 0.0057% less than that of COA. In addition, 

the standard deviation (𝑠𝑡𝑑) of the fitness function 

value in runs of ICOA is also smaller than that of 

COA.  

The superior performance of ICOA over COA is 

evident on the larger TSPs such as 48-, 52-, 76- and 

100-city instances. For the 48-city instance, the 

optimal value obtained by both methods is the same, 

but the average fitness value of ICOA is smaller than 

that of COA. The AE value of ICOA is 0.0417% 

while this value of COA is 0.3354% that is 0.2937% 

higher than that of ICOA. Similarly, for the 52-city 

instance, the AE value of the ICOA is 0.0314% that 

is 0.0613% lower than that of the COA. The lower 

𝑠𝑡𝑑  values of ICOA indicate the stability and 

reliability of ICOA over COA in each run for the TSP 

problem. In addition, the number of convergence 

generations for both instances of 48- and 52-city of 

ICOA is lower than that of COA. This shows the 

effectiveness of ICOA in finding the best tour for the 

TSP problem. In term of computation time, ICOA 

takes longer than that of COA for the same problem. 

For the 76- and 100-city instances, all the statistics 

indexes of ICOA are better than those of COA. It is 

worth noting that the AE value of ICOA for the 76-

city instance is 0.6066%, which is 5.8431% lower 

than that of COA. Similar to the 76-city instance, the 

AE value of the ICOA for the 100-city instance is 

much lower than that of the COA. While the AE of 

COA is 49.6668%, this value obtained by ICOA is 

only 0.2728%. 
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Table 1. Results of COA and ICOA for TSPs 

Instance 𝒇𝒃𝒌 Method 𝒇𝒎𝒂𝒙 𝒇𝒐𝒑 𝒇𝒂𝒗 𝒔𝒕𝒅 𝑨𝑬 𝑮𝒂𝒗 Time (s) 

14  30.8785 
ICOA 30.8785 30.8785 30.8785 0 0.0000% 2.2666 0.8437 

COA 30.8785 30.8785 30.8785 0 0.0000% 6.5666 0.7166 

30 423.7406 
ICOA 423.9117 423.7406 423.7463 0.0312 0.0013% 17.9333 2.3047 

COA 424.4643 423.7406 423.7704 0.1347 0.0070% 11.4 1.4771 

48  33523 
ICOA 33600.562 33523.709 33536.993 25.8082 0.0417% 142.6 142.6 

COA 33935.808 33523.709 33635.435 114.8451 0.3354% 180.8667 85.7792 

52  7542 
ICOA 7544.3659 7544.3659 7544.3659 0 0.0314% 103.0333 151.7625 

COA 7607.5616 7544.3659 7548.9918 15.2433 0.0927% 223.7333 99.676 

76  108159 
ICOA 110095.79 108159.44 108815.06 504.6571 0.6066% 220.0333 380.9646 

COA 122693.59 108793.41 115134.94 4186.6143 6.4497% 258.0667 259.7833 

100  21282 
ICOA 21414.805 21285.443 21340.049 43.0422 0.2728% 200.1 713.8401 

COA 39143.434 22603.445 31852.091 3483.872 49.6668% 279.7333 467.5365 

 

 
(a)                                                            (b)                                                                         (c) 

 
(d)                                                     (e)                                                               (f) 

Figure. 5 The optimal tour for the instances: (a) 14-city, (b) 30-city, (c) 48-city, (d) 52-city, (e) 76-city, and (f) 100-city 

 

The optimal tour of the 14-, 30-, 48-, 52-, 76- and 

100-citiy instances gained by ICOA is shown in Fig. 

5. The boxplot of ICOA and COA for all instances is 

presented in Fig. 6. The figure shows the stability and 

reliability of ICOA compared to COA. The 

corresponding average convergence characteristics in 

Fig. 7 shows that the improvement in the search 

mechanism has helped ICOA to converge to lower 

values with smaller numbers of generations than 

COA. The better 𝑓𝑚𝑎𝑥, 𝑓𝑜𝑝, 𝑓𝑎𝑣 , 𝑠𝑡𝑑, 𝐺𝑎𝑣  values of 

ICOA show the superior performance of ICOA over 

COA for the TSP problem. 

The compared result between ICOA and other 

previous methods such as PSO [10], discrete spider 

monkey optimization (DSMO) [32], DTSA [15], 

ACO-GA [22], discrete artificial bee colony (DABC) 

[33], GA-PSO-ACO [20], SOS-SA [12], HHO-ACS 

[21], discrete bird swarm algorithm (DBSA) [34] is 

demonstrated in Table 2. For the 14-city instance, the 

performance of ICOA is similar to DSMO [32] while 

the 𝑓𝑎𝑣 value gained by ICOA is better than that PSO 

and the ICOA’s AE value is 0.1149% lower than that 

of PSO. For the 30-city instance, the performance of 

ICOA is similar to DABC [33]. The best tour 

achieved by ICOA is similar to that of PSO [10], 

DTSA [15] and ACO-GA [22] but the 𝑓𝑎𝑣  value 

gained by ICOA is better than that of PSO [10], 

DTSA [15]. The ICOA’s AE value is 2.0005% and 

1.1218% lower than that of PSO [10] and DTSA [15]. 

For the 48-city instance, ICOA reaches the better 

results than GA-PSO-ACO [20] and the best tour 

length of ICOA is only 0.709 and 1.709 higher than 

that of SOS-SA [12] and HHO-ACS [21]. However, 

the ICOA’s AE value is respectively 0.37290%, 

0.00802%  and 0.20585% lower than that of GA-

PSO-ACO [20], SOS-SA [12] and HHO-ACS [21]. 

For the 52-city instance, the quality of the obtained 

solution gained by ICOA is only worse than DTSA  
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(a)                                                            (b)                                                 (c) 

 
(d)                                                            (e)                                                        (f) 

Figure. 6 Comparison of boxplot of ICOA and COA for the instances: (a) 14-city, (b) 30-city, (c) 48-city, (d) 52-city, (e) 

76-city and (f) 100-city 

 

 

(a)                                                            (b)                                                        (c) 

 
(d)                                                            (e)                                                        (f) 

Figure. 7 Average convergence curve of ICOA and COA for the instances: (a) 14-city, (b) 30-city, (c) 48-city, (d) 52-

city, (e) 76-city and (f) 100-city 

 

[15] and SOS-SA [12] and identical to GA-PSO-

ACO [20]. The ICOA’s AE value is better than that 

of DTSA and HHO-ACS methods. Compared with 

DSMO [32], both of ICOA and DSMO [32] have 

determined the optimal result, but the mean value of 

ICOA is smaller than that of DSMO [32]. For 76-city 

instance, ICOA also outperforms to GA-PSO-ACO 

[20]. The ICOA’s AE value is 1.1168% lower than 

that of the above method. In comparison with DSMO 

[32] and DBSA [34], all of three methods have found 

the optimal tour and the 𝑓𝑎𝑣 value of ICOA is lower 

than that of DSMO [32]. For the 100-city instance, 

the performance of ICOA is better than that of DSMO 

[32]. The optimal solution gained by ICOA is 3.443 

only higher than that of SOS-SA [12] but it is 567.557 

lower than that of DTSA [15]. In addition, the 

ICOA’s AE value is better than that of DTSA [15] 

and SOS-SA [12]. Based on the compared results 

with the aforementioned methods, ICOA has 

demonstrated that it is also an effective method for 

the TSP problem. 
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Table 1. The comparisons of ICOA with previous 

methods 

City 

no. 

Method 𝒇𝒐𝒑 𝒇𝒂𝒗 𝑨𝑬 (%) 

14 

 

ICOA 30.8785 30.8785 0.0000 

PSO [10] 30.8785 30.9245 0.1490 

DSMO 

[32] 

30.8785 30.8785 - 

30 

 

 

ICOA 423.7406 423.7463 0.0013 

PSO [10] 423.7406 432.2231 2.0018 

DTSA 

[15] 

423.74 428.5 1.1232 

ACO-GA 

[22] 

423.74 - - 

DABC 

[33] 

423.74 423.74 - 

48 ICOA 33523.709 33536.993 0.04174 

GA-PSO-

ACO [20] 

33524 33662 0.4146 

SOS-SA 

[12] 

33523 33539.68 0.0498 

HHO-

ACS [21] 

33522 33606 0.2476 

52 

 

ICOA 7544.3659 7544.3659 0.0314 

DTSA 

[15] 

7542 
7761.6 

2.9117 

GA-PSO-

ACO [20] 
7544.37 7544.37 

0.0314 

SOS-SA 

[12] 
7540 7541.107 

-0.0118 

HHO-

ACS [21] 
7542 7657 

1.5248 

DSMO 

[32] 

7544.37 
7633.6 

- 

76 

 

 

ICOA 108159.44 108815.06 0.6066 

GA-PSO-

ACO [20] 

109206 110023 1.7234 

DSMO 

[32] 

108159.4 111299.3 - 

DBSA 

[34] 

108159.44 108293.7 - 

100 

 

ICOA 21285.443 21340.049 0.2728 

DTSA 

[15] 

21853 23213 9.0734 

SOS-SA 

[12] 

21282 21424 0.6672 

DSMO 

[32] 

21298.21 21878.83 - 

6. Conclusion 

In this paper, ICOA has been successful proposed 

for the TSP problem. In which, in order to enhance 

the candidate solution quality, the 2-opt algorithm is 

applied to adjust the created new solutions. In 

addition, the swapping search technique with varying 

exchange city number is also equipped for ICOA to 

improve the exploration and exploitation of the 

search space. The effectiveness of ICOA is compared 

with COA on the instances consisting of 14-, 30-, 48-, 

52-, 76- and 100-city. The statistical results show that 

ICOA outperforms to COA for the TSP problem in 

terms of the optimal and average results as well as the 

number of convergence generations. Excepting for 

the 14-city case wherein the error between the 

average result and the best-known result in 30 runs of 

ICOA is equal to that of COA, all other larger-scale 

cases, this index of ICOA is always lower than that 

of COA. For the 30-, 48-, 52-, 76- and 100-city, this 

index of ICOA is 0.0057%, 0.2937%, 0.0613%, 

5.8431% and 49.3940% lower than that of COA. 

Furthermore, the obtained results of ICOA are also 

better some of previous methods. Thus, ICOA is a 

potential tool for the TSP problem. For future work, 

ICOA can be validated for the larger-scale TSPs or 

practical applications.   
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