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Abstract: Online digital marketing achieves their revenue according to their advertisements or sales assignment 

when companies have the profitable attention for recommending their products to customers via ranking them. 

Online customers are not able to guarantee that the items delivered through the recommendation by big data are 

either comprehensive or applicable to their essentials. In the past few years, recommendation frameworks were 

broadly applied to analyze the massive amount of data. Among those, a Distributed Predictive model with Matrix 

factorization and random Forest (DPMF) has achieved high efficiency to predict the item ratings. However, it 

accounts only for user preferences and opinions whereas the other contextual data are necessary for enhancing the 

efficiency of rating prediction. In this article, a Distributed Improved Predictive model with a Matrix factorization 

and random Forest (DIPMF) framework is proposed that considers the elements of social context and the dynamic 

characteristic of every user for every item to enhance the quality of prediction. The primary aim is to combine the 

information from the preferences, opinions and social context of each user. The social context of users is multiple 

features of the context such as differences in the current opinion with earlier opinion, behavior, relationship and 

interaction. Since each user is connected through relations and interactions. At first, the training dataset is split into 

an optimal amount of splits for accelerating the parallel and distributed training process. Then, the training process is 

carried out by the DPMF with the Distributed Improved Predictive model with Matrix factorization-Improved 

variant (DIPMI) to create the representation of every user's preferences, opinions and social contexts in the training 

set. Further, the prediction of rating is formulated as a regression challenge and solved via the Random Forest (RF) 

algorithm that predicts the customer’s rating behavior with their opinions and social context for every product. 

Finally, the experiments are conducted on trip advisor and Amazon datasets to evaluate the efficiency of DIPMI and 

DIPMF compared to the state-of-the-art recommendation frameworks. The findings exhibit that the DIPMF on the 

trip advisor dataset achieves an average of 0.6826 Root Mean Square Error (RMSE), 0.5925 Mean Absolute Error 

(MAE), 0.8369 recommendation quality and 0.0023 Confidence Range (CR) 95% compared to the other frameworks. 

Similarly, the DIPMF on Amazon dataset achieves an average of 0.7591 RMSE, 0.5704 MAE, 0.8298 

recommendation quality and 0.0032 CR 95% compared to the other frameworks. 

Keywords: Big-data, Distributed computing, DPMF, Rating behavior, Recommendation system, Social context. 

 

 

1. Introduction 

In Big Data systems, the problem is to discover 

and scrutinize huge data for extracting the 

appropriate information required for certain 

objectives [1, 2]. Also, it increases the necessity for 

effective data processing that supports customers to 

discover suitable products such as files, films and 

songs [3, 4]. So, recommendation frameworks are 

developed which offer users adapted ideas according 

to their previous preferences and interest [5]. 

Examples of real-life applications are social 

networks, e-government, e-commerce, etc. One of 

the most effective methods used for constructing 

recommendation systems is Collaborative Filtering 

(CF). The CF approaches are split into two types: 
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model and memory-based [6, 8]. The model-based 

approaches afford suggestions according to the 

numerical strategies. These approaches estimate the 

unrecognized reviews via collecting highly identical 

customers or products, accordingly [9, 12]. 

Now, the fast growth in the number of customers, 

products and other data has made serious problems 

for standard recommendation frameworks. The 

essential for examining the customer's choices and 

interests is to create a basic framework for 

processing the huge volume of data. Many 

recommendation systems have verified better 

efficiency for fewer amounts of data, but they are 

complex to be implemented in the big-data 

framework [13, 14]. It processes prices at a 

considerable interval for varying data sizes. Data 

sparsity is a crucial challenge since it affects the 

efficiency of recommendations. Therefore, 

designing high-level recommendation frameworks 

involves attention to various problems like dealing 

with the data sparsity, lessening the computation 

period, enhancing the recommendation efficiency 

and managing the massive amount of data 

effectively. To combat all these concerns, a 

Distributed Predictive Model (DPM) for 

personalized recommendations, DPM according to 

the representation of the products i.e., an Improved 

variant of DPM (DPMI) and DPMF have been 

developed according to the data splitting mechanism 

and a new training task [15]. Also, a technique was 

suggested according to the distributed Matrix 

Factorization (MF) and RF for improving the overall 

efficiency. As well, this system was parallelized by 

the Apache Spark platform. On the contrary, this 

DPMF system considers only user preferences and 

opinions whereas additional contextual information 

is needed to enhance the quality of prediction. 

Hence in this article, a DIPMF framework is 

proposed that considers the elements of social 

context and the dynamic behavior of every user for 

each item to improve the prediction quality. The 

main intent of this DIPMF framework is to fuse the 

details from the user preferences, user opinions and 

social context. The social context of users is many 

attributes of context like variation in current opinion 

with past opinion, behavior, relationship and 

interaction. Normally, users are linked via relations 

and interactions. So, by considering the social 

context of users into their preferences and opinions, 

the prediction quality can be enhanced. Initially, the 

training dataset is split into an optimal amount of 

splits for accelerating the parallel and distributed 

training process. After, the training task is 

performed by the distributed predictive MF 

frameworks with DIPMI to create the representation 

for every user preference, opinion and social context 

in the training set. Moreover, the prediction of rating 

is formulated as a regression challenge and solved 

via the RF algorithm that predicts the customer’s 

rating attitude using their reviews and social context 

for every product. 

The rest of the article is prepared as follows: 

Section 2 surveys the works related to this research 

work. Section 3 explains the proposed methodology 

and Section 4 portrays its efficiency. Section 5 

summarizes the research work. 

2. Literature survey 

A Cache Block-matrix MapReduce (CBMR) 

with product-based CFs was suggested [16] to 

predict the user ratings. This algorithm has different 

main phases: determining the rating matrix and 

item-item concurrence matrix, creating the cache 

files, determining the item-item similarity matrix 

and prediction matrix. An Approximate Parallel 

Recommendation Algorithm (APRA) was proposed 

[17] according to Spark for handling a huge amount 

of data. Here, the modified behavior principle of 

every customer and the random sampling was 

adopted. Keyword-Aware Recommendation using 

Implicit Feedback (KAR-IF) [18] was applied on 

products to solve the cold-start customers. The 

rating estimation and suggestion were established by 

the two server-side units with significant processes. 

A Covering Algorithm using Quotient space 

Granularity evaluation on Spark (CA-QGS) was 

proposed [19] to recommend an online facility 

precisely. A Pairwise Association Rule-based 

Recommender Algorithm (PARRA) was developed 

[20] that constructs a model of collective 

preferences autonomously of personal user interests 

and does not need a complicated system of ratings. 

An Ensemble Co-training Recommender (ECoRec) 

system was proposed [21] that use two or more 

recommender algorithms were used. A new 

Imputation-based Singular Value Decomposition for 

Recommendation (ISVDR) [22] was proposed 

which uses an adjacent choice algorithm according 

to the relationship between customers and products. 

A Distributed Group Recommendation based on 

Extreme Gradient Boosting (DGR-EGB) algorithm 

[23] was suggested for dealing effectively with the 

curse of dimensionality challenge, identifying the 

groups of users and enhancing the prediction quality. 

An enhanced ride-sharing framework [24] using 

Support Vector Machine (SVM) was presented to 

predict the behavior of new riders by learning the 

client’s opinion after completing their trip. A novel 

intelligent recommender system was designed [25] 
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that merges CF with the K-means clustering for 

recommending items to an active user. Deep auto-

encoders for a multi-criteria recommender system 

[26] were developed. A new system was developed 

[27] to predict rating based on the combination of 

Dual Deep Learning and the Probabilistic MF 

(DDL-PMF). The DDL includes Stacked Denoising 

Auto Encoder (SDAE) and Long Short Term 

Memory (LSTM). 

2.1 Problem definition 

From the literature survey, the problems in the 

recommendation systems are: 

• The efficiency was less due to the limited 

ratings of different users for variety of 

items. 

• The recommendation relies on the social 

relationship interactions, which should be 

considered to improve the accuracy. 

• In some researches, user preferences and 

opinions only considered, while more 

features like context, etc., are required to 

increase the recommendation accuracy. 

2.2 Research objective 

This research focuses on increasing the accuracy 

of recommendation system by extracting the context 

features of users for variety of items. To achieve this, 

the DIPMF framework is proposed, which involves 

the different primary phases. The functions in those 

phases are briefly described in below section. 

3. Proposed methodology 

This section explains the DIPMF framework in 

detail. The schematic representation of DIPMF is 

portrayed in Fig. 1. This DIPMF has three major 

phases: 

• Data partition phase: First, the training 

dataset is split into an optimal amount of 

splits to speed up the parallel and distributed 

system.  

• Training phase: Second, the training 

process is executed using the distributed 

predictive MF frameworks with DIPMI to 

estimate the representation of preferences, 

opinions and social context of each user in 

the training set. 

• Prediction phase: Third, the prediction of 

rating is formulated as a regression 

challenge and solved via the RF to predict 

the customer’s rating attitude using their 

opinions and social context for every 

product. 

Table 1 presents the notations used in this study. 

 
Table 1. Notations used in this Study  

Symbols Description 

𝑅𝐷𝐷𝑡𝑟𝑎𝑖𝑛 Training data 

𝑁𝑝 
Group of promising amount of 

splits 

𝑇𝑖𝑚𝑒(𝑅𝐷𝐷𝑡𝑟𝑎𝑖𝑛 , 𝑛𝑝) Minimum computation time 

𝑛𝑝
∗  Optimal amount of splits 

𝑘 
Number of the user rating 

behavior 

𝑅𝐷𝐷𝑡𝑟𝑎𝑖𝑛
(1)

 Split 

𝑋 ∈ ℝ|𝑋| Input 

𝐴 ∈ ℝ|𝑋| Appropriate representation 

𝑢 User 

𝑐 Social context 

𝑖 Product 

𝑛 Amount of ratings 

𝑅𝑢,𝑐 
Group ratings defined by 𝑢 and 

their 𝑐 

𝑅𝑖 Group ratings give for 𝑖 
𝑉𝑢,𝑐 ∈ ℝ Rating attitude of 𝑢 with 𝑐 

𝑉𝑖 ∈ ℝ Choices of 𝑢 about 𝑖 
𝜆𝑖 Variable 

𝜆𝑖
∗ Optimized variable 

𝐷(𝑥) ∈ ℝ 
Predicted range to enhance the 

prediction of 𝑢’s reviews 

𝑞(𝑖)(𝑥) Objective 

𝑂 
Group of promising values for 

approximating 𝐷(𝑥) 

𝑚𝑖𝑛(𝑄(1)) Minimum value of 𝑄(1) 

𝑚𝑎𝑥(𝑄(1)) Maximum value of 𝑄(1) 

𝑚𝑖𝑛(𝑄(2)) Minimum value of 𝑄(2) 

𝑚𝑎𝑥(𝑄(2)) Maximum value of 𝑄(2) 

𝑟𝑢,𝑐,𝑖 
Ground-truth rating allocated via 

𝑢 and 𝑐 to 𝑖 
𝑟̂𝑢,𝑐,𝑖 Expected rating of for 𝑐 and 𝑖 

𝛽𝑢,𝑐 , 𝛾𝑢,𝑐 , 𝜔𝑢,𝑐
∗  

Variables of the learned 

framework 

𝑅𝐷𝐷𝐷𝐼𝑃𝑀𝐼 
RDDs of the estimated 

parameters 

{(𝑥𝑗 , 𝑦𝑗), 𝑗

= 1, … , |𝑁|} 

𝑅𝐷𝐷𝑡𝑟𝑎𝑖𝑛 which is collected of 
|𝑁| instances 

𝑁 
Amount of non-zero customer-

product rating 𝑅 

𝑥𝑗 ∈ ℝ𝛽+1 Attributes of a data 𝑗 

𝑦𝑗 ∈ ℝ Class of a data 𝑗 

𝛽 Amount of MFs 

𝐿(∙) 
Ratings by the learned 

frameworks 

(𝐸𝑢,𝑐
(1)

𝑊𝑖
(1)

), 

(𝐸𝑢,𝑐
(2)

𝑊𝑖
(2)

) 

Latent factors computed by the 

first and second MF frameworks 

𝑄 Quality 

𝑅𝑃𝑖  Score of 𝑖 with a cost of 𝑃 

𝑍 Total cost of 𝑖 selected by 𝑢 
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Figure. 1 Schematic representation of DIPMF framework 

 

3.1 DIPMI: distributed improved predictive 

model based on fine-tuning the 

representation of items 

DIPMI is personalized for optimizing the 

parameters of a distributed predictive framework by 

fine-tuning the estimated representations of users’ 

opinions for every item according to the user’s 

preferences and their social context. The social 

contexts are different in the current opinion from 

earlier opinions, behavior, relationship and 

interaction. Users are linked through relations and 

interactions. The relationships are stable links 

between more users. There are different kinds of 

relations like friendship or belonging to a similar 

group. Few kinds of relations are undirected or 

mutual whereas others are directed or asymmetrical. 

Interactions occur while a user communicates with 

others. The interaction categories are direct 

messages, replies and user remarks. Interactions 

include the mean amount of ratings per item, a ratio 

of ratings with remarks and the mean amount of re-

ratings per item. Most of these categories encompass 

the formation of ratings/opinions.  

When a user shares a new rating or opinion, a 

source relation between the user and the review is 

created. The new opinion is associated with the 

earlier opinion or other users. So, users interact with 

the current opinion via responding to it, liking it, 

storing it, etc. Also, the behavior indicates the 

properties of the user’s rating behavior like variation 

of rating times during a period and uniformity of 

rating. 

3.1.1. Data partition 

The data sharing among users is significant to 

the performance of big-data systems. The main 

intent is to split the training data 𝑅𝐷𝐷𝑡𝑟𝑎𝑖𝑛 into an 

optimum amount of splits that facilitate the DIPMIF 

framework for accelerating the parallel and 

distributed training process. Consider 𝑁𝑝  is the 

group of the promising amount of splits and 

𝑇𝑖𝑚𝑒(𝑅𝐷𝐷𝑡𝑟𝑎𝑖𝑛, 𝑛𝑝) is a function that denotes the 

computation period needed for training based on the 

variable 𝑛𝑝. The challenge is described as: 

 

𝑛𝑝
∗ = argmin

𝑛𝑝

(𝑇𝑖𝑚𝑒(𝑅𝐷𝐷𝑡𝑟𝑎𝑖𝑛, 𝑛𝑝)) , ∀𝑛𝑝 ∈ 𝑁𝑝 

 

s.t. 𝑅𝐷𝐷𝑡𝑟𝑎𝑖𝑛 = (𝑅𝐷𝐷𝑡𝑟𝑎𝑖𝑛
(1)

∪ … ∪ 𝑅𝐷𝐷
𝑡𝑟𝑎𝑖𝑛

(𝑛𝑝
∗ )

)   (1) 

 

in Eq. (1), 𝑛𝑝
∗  denotes the optimal amount of splits, 

𝑅𝐷𝐷𝑡𝑟𝑎𝑖𝑛
(1)

 is the split and 𝑇𝑖𝑚𝑒(𝑅𝐷𝐷𝑡𝑟𝑎𝑖𝑛, 𝑛𝑝) is the 

minimum computation period. 

3.1.2. Training phase 

DIPMF framework is denoted as a directed 

acyclic graph. Every node is a function that 

considers the input data and generates the outcome 

which is then applied as input to the next node and 

so on. Each input 𝑋 ∈ ℝ|𝑋|  is mapped to the 

appropriate representation 𝐴 ∈ ℝ|𝑋| as: 

 

𝐴𝑢,𝑐 = 𝑇(𝑋 = 𝑅𝑢,𝑐) = (𝑟𝑢,𝑐,𝑖1
, … , 𝑟𝑢,𝑐,𝑖|𝐼|

) 

 

𝐴𝑖 = 𝑇(𝑋 = 𝑅𝑖) = (𝑟𝑢1,𝑐1,𝑖, … , 𝑟𝑢|𝑈|,𝑐|𝐶|,𝑖) 

 

s.t. ∀𝑟𝑢,𝑐,𝑖 ∈ 𝑅𝑢,𝑐 ,     𝑟𝑢,𝑐,𝑖 ∈ 𝐴𝑢,𝑐 

 

∀𝑟𝑢,𝑐,𝑖 ∈ 𝑅𝑖,     𝑟𝑢,𝑐,𝑖 ∈ 𝐴𝑖                  (2) 

 

In Eq. (2), 𝑋 is either the group of ratings 𝑅𝑢,𝑐 

defined by the user 𝑢 and their social context 𝑐 or 

the group of ratings 𝑅𝑖  given for a product 𝑖 . The 

aim of 𝑇(𝑋) is to pick every rating 𝑟𝑢,𝑐,𝑖 ∈ 𝑋. The 

resultant representations 𝐴𝑢,𝑐  and 𝐴𝑖  are aggregated 

based on every 𝑢 with 𝑐 and 𝑖 as: 

 

𝑉𝑢,𝑐 = 𝑆(𝐴𝑢,𝑐) =
∑ 𝑟𝑢,𝑐,𝑖𝑟𝑢,𝑐,𝑖∈𝐴𝑢,𝑐

|𝑅𝑢,𝑐|
  

 

𝑉𝑖 = 𝑆(𝐴𝑖) =
∑ 𝑟𝑢,𝑐,𝑖𝑟𝑢,𝑐,𝑖∈𝐴𝑖

|𝑅𝑖|
                (3) 

 

In Eq. (3), 𝑉𝑢,𝑐 ∈ ℝ simplifies the rating attitude 

of 𝑢  with 𝑐  and 𝑉𝑖 ∈ ℝ  estimates the choices of 

𝑢 about 𝑖 . To generate more precise optimized 

predictions, DIPMF considers that the significant 

description may return the reviews of 𝑢 for every 𝑖. 
So, this is essential to consider the optimized 

variables of DPM and evaluate the reviews of 𝑢 for 

updating the predicted description regarding every 𝑖 
and 𝑐. The aim is to adjust the below objective: 
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ℎ = ∑ ∑ ∑𝑖∈𝐼𝑐∈𝐶𝑢∈𝑈   

(𝑟𝑢,𝑐,𝑖 (
2((1−𝛽𝑢,𝑐)(𝑉𝑢,𝑐+𝜔𝑢,𝑐

∗ )+𝛽𝑢,𝑐(𝑉𝑖+𝜆𝑖))

𝛾𝑢,𝑐
))

2

 (4) 

 

The partial derivative of ℎ regarding the variable 

𝜆𝑖 is described as: 

 
𝜕ℎ

𝜕𝜆𝑖
= 2 ∑𝑟𝑢,𝑐,𝑖∈𝑅𝑖

  

(𝑟𝑢,𝑐,𝑖 (
2((1−𝛽𝑢,𝑐)(𝑉𝑢,𝑐+𝜔𝑢,𝑐

∗ )+𝛽𝑢,𝑐(𝑉𝑖+𝜆𝑖))

𝛾𝑢,𝑐
)) (

−2𝛽𝑢,𝑐

𝛾𝑢,𝑐
)  

(5) 

 

From Eq. (5), 𝜆𝑖 ∈ ℝ is calculated as: 

 

𝜆𝑖 = 𝐻 = 

∑
2𝛽𝑢,𝑐
𝛾𝑢,𝑐

(𝑟𝑢,𝑐,𝑖(
2((1−𝛽𝑢,𝑐)(𝑉𝑢,𝑐+𝜔𝑢,𝑐

∗ )+𝛽𝑢,𝑐𝑉𝑖)

𝛾𝑢,𝑐
))𝑟𝑢,𝑐,𝑖∈𝑅𝑖

∑ (
2𝛽𝑢,𝑐
𝛾𝑢,𝑐

)
2

𝑟𝑢,𝑐,𝑖∈𝑅𝑢,𝑐

  (6) 

 

For every 𝑖 , the optimized variable 𝜆𝑖
∗ ∈ ℝ  is 

described as: 

 

𝜆𝑖
∗ = 𝜆𝑖 + 𝐷(𝑥)                      (7) 

 

In Eq. (7), 𝐷(𝑥) ∈ ℝ is the predicted range used 

for enhancing the prediction of 𝑢’s reviews. The aim 

of 𝜆𝑖
∗ is to compute the best description of reviews 

of 𝑢 for 𝑖 and 𝑐.  

To compute the most suitable 𝐷(𝑥) , DIPMI 

applies the below objective: 

 

𝑞(𝑥) = [𝑞1(𝑥), 𝑞2(𝑥)]                    (8) 

 

𝑞(1)(𝑥) = 

∑ |𝑟𝑢,𝑐,𝑖−
2((1−𝛽𝑢,𝑐)(𝑉𝑢,𝑐+𝜔𝑢,𝑐

∗ )+𝛽𝑢,𝑐(𝑉𝑖+𝜆𝑖
∗))

𝛾𝑢,𝑐
|𝑟𝑢,𝑐,𝑖∈𝑅𝑖

|𝑅𝑖|
   (9) 

 

𝑞(2)(𝑥) = 

√∑ (𝑟𝑢,𝑐,𝑖(
2((1−𝛽𝑢,𝑐)(𝑉𝑢,𝑐+𝜔𝑢,𝑐

∗ )+𝛽𝑢,𝑐(𝑉𝑖+𝜆𝑖
∗))

𝛾𝑢,𝑐
))

2

𝑟𝑢,𝑐,𝑖∈𝑅𝑖

|𝑅𝑖|
  

(10) 

 

Here, (𝑞(𝑖)(𝑥), 𝑖 = 1,2)  denote two objectives. 

So, the result that fulfills the optimal trade-off is 

devised as: 

 

𝐷(𝑥) = argmin
𝑥

(
𝑞(1)(𝑥)−𝑚𝑖𝑛(𝑄(1))

𝑚𝑎𝑥(𝑄(1))
) +

                                     (
𝑞(2)(𝑥)−𝑚𝑖𝑛(𝑄(2))

𝑚𝑎𝑥(𝑄(2))
) , ∀𝑥 ∈ 𝑂 (11) 

 

𝑄(1) = (𝑞(1)(𝑥): 𝑥 ∈ 𝑂)                (12) 

 

𝑄(2) = (𝑞(2)(𝑥): 𝑥 ∈ 𝑂)                (13) 

 

Here, 𝑂  is the group of promising values for 

approximating 𝐷(𝑥), 𝑚𝑖𝑛(𝑄(1)) and 𝑚𝑎𝑥(𝑄(1)) are 

the least and highest value of 𝑄(1), accordingly. 

3.1.3. Prediction phase 

For the approximated variables of the DIPMI, 

the expected rating of 𝑢 for 𝑐 and 𝑖 is described as: 

 

𝑟̂𝑢,𝑐,𝑖 =
2((1−𝛽𝑢,𝑐)(𝑉𝑢,𝑐+𝜔𝑢,𝑐

∗ )+𝛽𝑢,𝑐(𝑉𝑖+𝜆𝑖
∗))

𝛾𝑢,𝑐
     (14) 

 

In Eq. (14), 𝛽𝑢,𝑐 , 𝛾𝑢,𝑐 , 𝜔𝑢,𝑐
∗  and 𝜆𝑖

∗  indicate the 

variables of the learned framework. A basic 

motivation of Eq. (14) is to predict the rating 𝑟̂𝑢,𝑐,𝑖 

via taking into account the optimized description of 

rating attitude for 𝑢 including their reviews for 𝑖 and 

𝑐. 

Algorithm 

Input: 𝑅𝐷𝐷𝑡𝑟𝑎𝑖𝑛 : Training data in HDFS, 𝑛𝑝
∗ : 

Optimal amount of splits, 𝑘 : Number of the user 

rating behavior 

Output: 𝑅𝐷𝐷𝐷𝐼𝑃𝑀𝐼 : RDDs of the estimated 

parameters 

 Begin 

 Split 𝑅𝐷𝐷𝑡𝑟𝑎𝑖𝑛  into 𝑛𝑝
∗ splits 𝑅𝐷𝐷𝑡𝑟𝑎𝑖𝑛 =

(𝑅𝐷𝐷𝑡𝑟𝑎𝑖𝑛
(1)

∪ … ∪ 𝑅𝐷𝐷
𝑡𝑟𝑎𝑖𝑛

(𝑛𝑝
∗ )

); 

 Merge 𝑅𝑢,𝑐 provided by every 𝑢 ∈ 𝑈; 

 Merge 𝑅𝑖 provided for every 𝑖 ∈ 𝐼; 

 𝒇𝒐𝒓(𝑒𝑣𝑒𝑟𝑦 𝑢 ∈ 𝑈) 

  Estimate 𝑉𝑢,𝑐of 𝑢; 

 𝒆𝒏𝒅 𝒇𝒐𝒓 

 𝒇𝒐𝒓(𝑒𝑣𝑒𝑟𝑦 𝑖 ∈ 𝐼) 

  Estimate 𝑉𝑖 about 𝑖; 
 𝒆𝒏𝒅 𝒇𝒐𝒓 

 𝑅𝐷𝐷𝐷𝐼𝑃𝑀𝐼 < −𝐷𝐼𝑃𝑀𝐼(𝑅𝐷𝐷𝑡𝑟𝑎𝑖𝑛, 𝑛𝑝
∗ , 𝑘) 

 𝒇𝒐𝒓(𝑒𝑣𝑒𝑟𝑦 𝑠𝑢𝑏𝑝𝑟𝑜𝑏𝑙𝑒𝑚𝑖) 

  Compute 𝜆𝑖  according to 
𝜕ℎ

𝜕𝜆𝑖
= 0 

using Eq. (6); 

  Compute 𝜆𝑖
∗ using Eq. (7); 

 𝒆𝒏𝒅 𝒇𝒐𝒓 
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𝑅𝐷𝐷𝐷𝐼𝑃𝑀𝐼 < −𝐷𝐼𝑃𝑀𝐼 ((𝑖1, 𝜆𝑖1

∗ ), … , (𝑖𝑁 , 𝜆𝑖𝑁

∗ )); 

 Return 𝑅𝐷𝐷𝐷𝐼𝑃𝑀𝐼; 

 End 

3.2 DIPMF: distributed improved predictive 

framework with matrix factorization and 

random forest 

A key goal of DIPMF is designed by accounting 

for the benefit of DIPMI with MF and RF 

frameworks to enhance the efficiency of suggestion. 

Also, every known rating 𝑟𝑢,𝑐,𝑖 > 0 in 𝑅𝐷𝐷𝑡𝑟𝑎𝑖𝑛  is 

characterized by attributes and class. After that, the 

prediction of rating is solved as the regression 

challenges. Consider 𝑁 = {(𝑥𝑗, 𝑦𝑗), 𝑗 = 1, … , |𝑁|} is 

the 𝑅𝐷𝐷𝑡𝑟𝑎𝑖𝑛  which is collected of |𝑁|  instances 

and |𝑁| stands for the amount of non-zero customer-

product rating  𝑅 . Every 𝑥𝑗 ∈ ℝ𝛽+1  and 𝑦𝑗 ∈ ℝ 

represents the attributes of a data 𝑗  (i.e., created 

description) and the class (i.e., ground-truth rating), 

accordingly. 

Consider 𝛽 is the amount of MFs, the primary 

aim is to train 𝛽  MF with DIPMI and then the 

learned frameworks are applied for creating the 

representation for every preference 𝑟𝑢,𝑐,𝑖  in 

𝑅𝐷𝐷𝑡𝑟𝑎𝑖𝑛 as: 

 

𝐿(𝑟𝑢,𝑐,𝑖) = (𝑥𝑗, 𝑦𝑗) 

 

𝑥𝑗 = (𝐸𝑢,𝑐
(1)

𝑊𝑖
(1)

, … , 𝐸𝑢,𝑐
(𝛽)

𝑊𝑖
(𝛽)

, 𝑟̂𝑢,𝑐,𝑖) 

 

𝑦𝑗 = 𝑟𝑢,𝑐,𝑖                           (15) 

 

Here, 𝐿(∙)  is dedicated to characterizing the 

ratings by the learned frameworks, (𝐸𝑢,𝑐
(1)

𝑊𝑖
(1)

) and 

(𝐸𝑢,𝑐
(2)

𝑊𝑖
(2)

) are the latent factors computed by the 

first and second MF frameworks, accordingly. The 

basic hypothesis of Eq. (15) is to create the 

description which defines every choice and 

manipulate these descriptions by considering the RF 

that may provide better outcomes. After, the 

prediction of the rating process is resolved via RF 

using the pre-defined classes. The RF is a collection 

of decision trees that are trained according to the 

bagging. Once RF is trained, the learned framework 

is used for predicting unknown preferences. 

4. Experimental results 

In this section, the DIPMF framework is 

executed in MATLAB 2017b and its performance is 

evaluated with the KAR-IF [18], PARRA [20], 

ECoRec [21], ISVDR [22], DGR-EGB [23], SVM 

[24], CF-K-means [25], DDL-PMF [27], DPM [15], 

DPMI [15], DPMF [15] and DIPMI frameworks. 

Here, the items from the Trip Advisor and Amazon 

datasets are considered to reorganize and suggest the 

items to the users according to their rating behavior. 

To analyze the efficiency of these frameworks, 

MAE, RMSE, Quality (Q) and CR are utilized. 

4.1 Dataset description 

• Trip Advisor Dataset: It is acquired from the 

University of California-Irvine (UCI) and has 

2 datasets: car and hotels ratings. The car 

dataset contains the complete rating of car 

models for 2007, 2008 and 2009. For each 

model year, almost 250 various cars and 

nearly 42230 ratings are involved. The 

structure of this dataset includes car brand, 

year, amount of ratings, power, interior, 

exterior, design, efficiency, quality, 

serviceability, pleasure and total reviews. The 

hotel dataset contains the complete ratings of 

restaurants in 10 various locations and nearly 

700 restaurants are found in each location. So, 

it has about 259000 ratings. The structure of 

this dataset includes the restaurant’s ID, name, 

website, address, locality, country, zip code, 

amount of ratings, neatness, accommodation, 

facility, price, affordability and total reviews. 

• Amazon Dataset: It comprises 143.7 million 

ratings of products covering between May 

1996 and July 2014. The subcategories 

include articles, TVs, electronics, movies, 

fashion, appliances, etc. In this experiment, 

only the movies & TV subcategory is chosen 

because of the high processing time for 

analyzing the whole dataset. Every Amazon 

subclass dataset has 2 different subcategories: 

1. The review set includes the reviewer’s ID, 

name, product ID, review text, product 

rating, summary and time of the rating. 

2. The metadata includes product ID, name, 

cost, website of a product photo, related 

products, sales order details, model and 

the product types. 

These datasets are handled via extracting the 

significant data and the ratings from specific 

customers to products in various years. 

4.2 Evaluation metrics 

• RMSE and MAE: Typically, RMSE and 

MAE are used for computing the prediction 

accuracy. These are represented as: 
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𝑅𝑀𝑆𝐸 = √∑ (𝑟𝑢,𝑐,𝑖−𝑟̂𝑢,𝑐,𝑖)
2

𝑢∈𝑈,𝑐∈𝐶,𝑖∈𝐼

𝑛
            (16) 

 

𝑀𝐴𝐸 =
∑ |𝑟𝑢,𝑐,𝑖−𝑟̂𝑢,𝑐,𝑖|𝑢∈𝑈,𝑐∈𝐶,𝑖∈𝐼

𝑛
                (17) 

 

In Eqs. (16) and (17), 𝑛 denotes the number of 

ratings, 𝑟𝑢,𝑐,𝑖 is the ground-truth rating allocated via 

𝑢  and 𝑐  to 𝑖  and 𝑟̂𝑢,𝑐,𝑖  is the expected rating. The 

minimum error value specifies better prediction 

accuracy. 

• Quality (Q): It measures the 

recommendation quality by 

 

𝑄 = ∑ 𝑅𝑃𝑖
𝑍
𝑖=1                         (18) 

 

In Eq. (18), 𝑅𝑃𝑖  denotes the score of 𝑖  with a 

cost of 𝑃 if 𝑖 is in the upper level or 1 if 𝑖 is in the 

lower level and 𝑍 denotes the total cost of 𝑖 selected 

by 𝑢 . The highest Q value indicates the greatest 

recommendation quality. 

• Confidence interval Range (CR): It is the 

interval around 𝑟̂𝑢,𝑐,𝑖 where 𝑟𝑢,𝑐,𝑖 lies a fixed 

confidence level i.e., 95%. The minimum 

prediction interval indicates the maximum 

confidence of the rating prediction. It is 

used for measuring the rating confidence. 

4.3 RMSE 

The RMSE for the different frameworks using 

the Trip Advisor dataset with the number of splits 

are portrayed in Fig. 2. It indicates the RMSE of 

DIPMF is less than the other frameworks while the 

number of splits in the training set is high. For the 

trip advisor dataset with 40 splits, the RMSE of 

DIPMF is 26% less than KAR-IF, 25.4% less than 

PARRA, 24.8% less than ECoRec, 24.1% less than 

ISVDR, 23.7% less than DGR-EGB, 23% less than 

the SVM, 21.7% less than the CF-K-means, 21.1% 

less than the DDL-PMF, 20.4% less than the DPM, 

18.4% less than the DPMI, 14.6% less than the 

DPMF and 6.5% less than the DIPMI frameworks. 

Fig. 3 depicts the RMSE values for the Amazon 

dataset. It observes the RMSE of DIPMF is reduced 

than the other frameworks for rating prediction 

when the amount of splits in the training dataset is 

increased. For the Amazon dataset with 40 splits, the 

RMSE of DIPMF is 16.5% less than KAR-IF, 

15.5% less than PARRA, 14.9% less than ECoRec, 

14.4% less than ISVDR, 13.7% less than DGR-EGB, 

13.2% less than the SVM, 11.8% less than the CF-

K-means, 11.3% less than the DDL-PMF, 10.7% 

less than the DPM, 8.6% less than the DPMI, 6.6%  

 

 
Figure. 2 RMSE vs. no. of splits for trip advisor dataset 

 

 
Figure. 3 RMSE vs. no. of splits for amazon dataset 

 

less than the DPMF and 4% less than the DIPMI 

frameworks. 

4.4 MAE 

The MAE values for the different frameworks 

using the Trip Advisor dataset with the number of 

splits are shown in Fig. 4. It analyzes the MAE of 

DIPMF is minimized than the other rating behavior 

prediction frameworks while increasing the number 

of splits in the training dataset. For the trip advisor 

dataset with 40 splits, the MAE of DIPMF is 18.9% 

less than KAR-IF, 18.2% less than PARRA, 17.7% 

less than ECoRec, 16.8% less than ISVDR, 16.4% 

less than DGR-EGB, 15.5% less than the SVM, 

13.9% less than the CF-K-means, 13.2% less than 

the DDL-PMF, 12.8% less than the DPM, 11.7% 
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Figure. 4 MAE vs. no. of splits for trip advisor dataset 

 

 

 
Figure. 5 MAE vs. no. of splits for amazon dataset 

 

 

less than the DPMI, 5.8% less than the DPMF and 

3.2% less than the DIPMI frameworks. 

Likewise, Fig. 5 portrays the MAE for the 

Amazon dataset. It shows the MAE of DIPMF is 

decreased than the other frameworks for predicting 

the rating behavior of users while increasing the 

number of splits in the training dataset. For the 

Amazon dataset with 40 splits, the MAE of DIPMF 

is 20.3% less than KAR-IF, 19.4% less than 

PARRA, 19% less than ECoRec, 18.1% less than 

ISVDR, 17.7% less than DGR-EGB, 17% less than 

the SVM, 15.7% less than the CF-K-means, 14.8% 

less than the DDL-PMF, 14% less than the DPM, 

11.7% less than the DPMI, 7.4% less than the 

DPMF and 2.2% less than the DIPMI frameworks. 

 

 

 
Figure. 6 Quality vs. different datasets 

 

4.5 Quality 

The Q values for the different recommendation 

frameworks using both the Trip Advisor and 

Amazon datasets are depicted in Fig. 6. It indicates 

the Q of DIPMF using both datasets is increased 

than the other frameworks. For the trip advisor 

dataset, the quality of DIPMF is 16.2% higher than 

the KAR-IF, 15.8% higher than the PARRA, 15.4% 

higher than the ECoRec, 15% higher than the 

ISVDR, 14.5% higher than the DGR-EGB, 13.7% 

higher than the SVM, 12.5% higher than the CF-K-

means, 11.8% higher than the DDL-PMF, 11.2% 

higher than the DPM, 8.5% higher than the DPMI, 

5.5% higher than the DPMF and 2.4% higher than 

the DIPMI frameworks. Similarly, for the Amazon 

dataset, the quality of DIPMF is 16.8% higher than 

the KAR-IF, 16.4% higher than the PARRA, 15.9% 

higher than the ECoRec, 15.6% higher than the 

ISVDR, 15.2% higher than the DGR-EGB, 14.5% 

higher than the SVM, 13.2% higher than the CF-K-

means, 12.6% higher than the DDL-PMF, 11.2% 

higher than the DPM, 8.6% higher than the DPMI, 

5.4% higher than the DPMF and 3.2% higher than 

the DIPMI frameworks. 

4.6 Confidence range 

Fig. 7 exemplifies the 95% CR values for 

different recommendation frameworks using both 

the Trip Advisor and Amazon datasets. It notices the 

95% CR of DIPMF using both datasets is reduced 

than the other frameworks. 

For the trip advisor dataset, the 95% CR of 

DIPMF is 52.1% less than KAR-IF, 50% less than 

PARRA, 47.7% less than ECoRec, 45.2% less than 
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Figure. 7 95% vs. different datasets 

 

 

ISVDR, 43.9% less than DGR-EGB, 41% less than 

the SVM, 37.8% less than the CF-K-means, 36.1% 

less than DDL-PMF, 34.3% less than the DPM, 

28.1% less than the DPMI, 20.7% less than the 

DPMF and 11.5% less than the DIPMI frameworks. 

Similarly, for the Amazon dataset, the 95% CR of 

DIPMF is 39.6% less than KAR-IF, 37.3% less than 

PARRA, 36% less than ECoRec, 33.3% less than 

ISVDR, 31.9% less than DGR-EGB, 28.9% less 

than the SVM, 25.6% less than the CF-K-means, 

12.8% less than the DDL-PMF, 22% less than the 

DPM, 18% less than the DPMI, 13.5% less than the 

DPMF and 8.6% less than the DIPMI frameworks. 

Thus, it is concluded that the DIPMF framework 

achieves higher prediction accuracy and 

recommendation quality compared to the other big-

data recommendation systems efficiently by 

considering users’ preferences, opinions and social 

contexts for each item to represent the rating 

behaviors. 

5. Conclusion 

In this article, a DIPMF framework is suggested 

for improving the recommendation quality by 

combining the factors of social context and the 

dynamic characteristic of each user with their 

preferences and opinions for each item. This DIPMF 

has the idea to merge the information from the 

preferences, opinions and social context of each user. 

Primarily, the training set is split into the optimum 

amount of splits to speed up the parallel and 

distributed prediction. After that, the training task is 

executed via the distributed predictive MFs with 

DIPMI for estimating the representation of each 

user's preferences, opinions and social contexts in 

the training set. Then, the prediction of rating is 

formulated as s regression challenge and solved via 

RF to predict every client’s rating behavior with 

their opinions and social context for every product. 

To end, the experimental results proved that the 

DIPMF on the trip advisor dataset has a mean 

RMSE of 0.6826, mean MAE of 0.5925, quality of 

0.8369 and 95% CR of 0.0023 compared to the 

other frameworks. Similarly, the DIPMF on the 

Amazon dataset has a mean RMSE of 0.7591, mean 

MAE of 0.5704, quality of 0.8298 and 95% CR of 

0.0032 compared to the other frameworks. 
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