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Abstract: Climate and geography factors significantly influence the spread of dengue fever. It's critical to figure out 

the specifics of climatic and geographic conditions and the relationships between current patients. For further 

preventive measures, it is also necessary to identify the transmission source patients. This study aims to improve the 

understanding of dengue fever patients spreading under climate and geographic locations. Patients are clustered based 

on climatic and geographical variables, and influential patients are found in the established network using Fuzzy C-

Means and Social Network Analysis. The scenario of cluster numbers' alteration and degree of fuzziness with Fuzzy 

C-Means made the three groups of patient clusters. A total of 52% of the patients are included in the lowland cluster, 

based on climate conditions and altitude. The patients grouped better with this approach than with the other compared 

methods. The Calinski Harabasz score has an average difference of 1644.105. The following relationship in the 

network is constructed once the cluster has been formed. It is given a fuzzy rule representing the distance of residence 

and the period of illness between patients. According to the Social Network Analysis approach applied to the region 

and month scenario, the three areas sensitive to the spreading center are Dau, Kepanjen, and Karangploso. The most 

significant patient data distribution occurred during the rainy season, peaking in January-February. The centrality 

algorithm shows that patients with male characteristics and the age range of children and adults could be the source of 

the disease's spread every month. Kepanjen area is the site of residence with the most significant impact with a 

proportion of 62.5 % in a year, and the initial illness is the fever related to dengue. Analysis results of this study can 

use by the Public Health Office to plan and manage resources to prevent extensive spread.  

Keywords: Fuzzy C-means, Social network analysis, Dengue fever spreading, Patient, Climate, Geographic. 

 

 

1. Introduction 

Dengue Fever (DF) is a highly contagious 

mosquito-borne disease [1]. Every year, between 50 

and 100 million DF cases are reported across 100 

countries, resulting in 24,000 deaths. According to 

WHO data, Indonesia has the most significant DF 

cases number in Asia [2]. For the past 47 years, DF 

has been a major public health issue in Indonesia. 

This condition is because DF has resulted in a high 

rate of mortality [3] and a significant increase in the 

cases number, particularly in 2019 [4].  

Many factors, including climatic and 

geographical conditions, contribute to the 

proliferation of DF cases. The role of climate in 

disease propagation is more closely linked to diseases 

spread by animals, such as DF disease. In the case of 

DF, a combination of climatic variables was used to 

see the spread of cases [5, 6], the development of 

Aedes mosquitoes [7, 8], DF transmission [9], 

modeling the number of cases [10, 11], effect analysis 
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[12], predictions of outbreaks [13-16], and dengue 

fever incidence rates [17], as well as predictions of 

spread associated with social media data [18]. To 

gain more detailed information, most studies 

combine various variations of climate data with other 

variables. 

Other factors, such as geographical conditions, 

are thought to influence the spread of DF (in addition 

to climate). There is relatively little research that 

investigates the impact of altitude. Several prior 

studies [7, 8, 12, 19, 20] suggested that regional 

conditions could be a significant factor. According to 

studies conducted by [21], different terrain conditions 

exhibited varied patterns of case numbers. 

Prior investigations have determined the level of 

influence of the variables involved. However, until 

the conditions under which the spread of these cases 

can occur, the data acquired are not specified. 

Climate variables, sets of conditions, and the climate 

at the time of the DF incident, for example, have not 

been identified in detail. Furthermore, the previous 

study has not covered the relationship between 

patients in each group and the criteria for which 

individuals are susceptible to spreading the disease. 

A clustering strategy may be used to categorize 

groups of meteorological and geographical factors at 

the time of illness occurrence. K-means [22], 

Hierarchal Clustering [23], and Fuzzy C-Means 

(FCM) are some of the most widely recommended 

algorithms in the health industry. FCM, on the other 

hand, is still infrequently employed in the context of 

clustering, much less in relation to DF. FCM is used 

mostly for classification and segmentation [24, 25]. 

Social network analysis (SNA) technique can be 

used to detect relationships between objects in a 

cluster and identify the effects of objects. SNA can 

study the structure of social ties inside a group using 

the graph-based work idea [26], revealing informal 

relationships between individuals. SNA is commonly 

used in the health industry to define public health 

communication [27], human-to-human infection 

analysis [28], disaster-prone area investigation [29], 

and disease distribution analysis [30]. 

The majority of these studies have little to do with 

DF illness. Furthermore, they have not thoroughly 

examined the impact of climatic and geographical 

variables on the distribution of DF cases, particularly 

the distribution of patients. Previous research hasn’t 

specified which patients are likely to be susceptible 

to DF, impacting the disease’s spread. Identifying the 

patient as the epicenter of the disease’s dissemination 

and the patient’s characteristics is critical. The 

detection of these patients is required to end the 

outbreak by breaking the chain of transmission, 

reducing the number of dengue fever sufferers and 

the region impacted to a minimum [31], as well as the 

patient's characteristics. The finding of this study has 

the potential to hasten the government’s national 

healthcare system goals [32]. Furthermore, 

determining the meteorological and geographical 

conditions of the patient cluster is critical. Both 

conditions are important to investigate because rising 

disease epidemics are linked to climatic change 

include temperature, humidity, rainfall, and wind 

speed [33]. 

This research contributes to a framework that will 

aid in analyzing DF patient distribution based on 

climatic conditions and altitude. The novel 

framework proposed in this research is a different 

approach from previously. This methodology 

combines fuzzy C-means, which clusters patients 

depending on climatic and geographical variables, 

with social network analysis, which finds qualities 

and centrality of the formed relationships. The results 

of this attribute measure and centrality are then 

utilized to dig deeper into the locations and times 

where a substantial amount of spread is possible. In 

addition, knowing how patients interact and identify 

patients who may be super-spreaders in a cluster. Our 

approach will provide an accurate and rapid 

understanding of dengue fever in a particular region, 

which can be the size of one or more other regions. 

The approach can find areas that require special 

attention for medical intervention. Our approach 

provides a range of more details about the distribution 

of dengue infection, than previous studies. 

In detail, this research contributes in a novel 

method to provide several parts, including: 

 

• DF patients clustering, which based on climatic 

conditions, including temperature, rainfall, 

humidity, wind speed, and geographical 

conditions represented by the area’s altitude. 

These results display the climatic and 

geographical conditions where the patients are 

more spread out. 

• Relationships between patients by considering the 

period of illness and their location as the weight of 

the relationship. Fuzzy rules are used to determine 

the weight.  

• Identification of the vulnerable areas to being the 

center of the spread of DF. 

• Identification of the months that are vulnerable to 

a high DF spread rate. 

• Identifying susceptible patients is central to the 

spread of DF and their characteristics. 

• Visualization of the relationship between patients 

in the form of graphs. 
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The rest of this paper is organized as follows. 

Section 2 describes the previous related studies. In 

section 3, the research areas, data sources, and 

methods used is described extensively. Section 4 

presents the results and discussion. Section 5 

presented conclusions, and directions for future work. 

2. Related works 

2.1 Approaches to describe objects’ relation  

Social network analysis (SNA) is an approach for 

studying human relationships that employs graph 

theory. SNA is frequently used to examine the 

relationships between things in various fields. In 

comparison to other disciplines, SNA is still not 

commonly used in the health sector. Furthermore, 

SNA is still exceptionally rarely used for disease 

transmission.  

However, SNA has been used in the medical field 

to diagnose infectious diseases. A literature survey 

revealed a link between disease dissemination and 

SNA in a study undertaken by [27]. The aspects of 

SNA that make it suited for usage in public health and 

epidemiological applications are examined in this 

article. The findings reveal three primary 

characteristics or link patterns significant to public 

health applications. The three essential 

characteristics are degree centrality, eigenvector 

centrality, and betweenness centrality. 

The study [28] used a social media data 

categorization approach to acquire information from 

users when analyzing human-to-human infection. 

The naive bayesian classification is used to analyze 

the disease’s spread. Then, according to [30], SNA 

can depict the phenomenon of illness spreading into 

a tissue. There are two network models in the network. 

The first network is analyzed from both a global and 

local perspective, with proximity, betweenness, and 

short path-length measurements. According to this 

study [30], several locations have been contaminated 

with the disease in recent years. 

SNA has also been used to describe the 

relationship between people. This study uses degree 

centrality, eigenvector centrality, and betweenness 

centrality. This centrality algorithm is better than 

other algorithms [34]. In addition, SNA has also been 

used for disaster data classification using Twitter data. 

The classification results show information on the 

most frequent disasters and their areas [28]. 

These studies show the advantages of SNA, but 

they have not explored SNA in detail until identifying 

the actors that can be the source of the spread of the 

disease and their characteristics. In addition, no 

previous studies link in detail the climatic conditions 

and altitude of the area with the distribution of actors. 

2.2 Approaches in object grouping 

Clustering is one of the most used ways of 

grouping items. K-means, fuzzy C-means (FCM), 

and Hierarchal clustering algorithms are extensively 

employed in the health industry [35]. In classification, 

K-means is more often used [22]. In a network system, 

K-means is sometimes integrated with other methods 

for classification, such as random forest [36]. 

Meanwhile, market clusters are frequently utilized 

with the Hierarchical model [23]. FCM is rarely 

utilized for clustering, although it is frequently used 

for classification [24] and segmentation [25]. FCM is 

more commonly utilized for segmenting fraud 

detection [24] and brain tumors [35].  

Because of its capacity to deal with overlapping 

cluster boundaries, FCM is utilized [24, 37]. FCM, on 

the other hand, is still infrequently employed in the 

context of disease transmission, particularly in the 

case of dengue fever. In some places of India, SOM 

has been used to categorize dengue fever precisely 

[38]. Areas with low, medium, and high DF status are 

the results of this study. On the other hand, the 

clustering uses limited variables. Furthermore, there 

has been no investigation into the area’s climatic 

characteristics and altitude. Similarly, no patient-

related information has been made public. 

2.3 Climate and geographical as influencing 

factors of DF spread 

There has been a lot of research done on the effect 

of climate on the spread of disease, particularly DF. 

Previous research looked at the spread of dengue and 

chikungunya cases using a combination of minimum-

maximum temperature and precipitation, as well as 

mosquito density [5]. The same variable was also 

used to look at dengue disease cases and mosquito 

development [10, 14]. Rainfall factors, IOD, and 

Nano 34 were introduced [11]. Another study 

modeled DF incidence in numerous regions using 

minimum-maximum temperature and rainfall [15], 

[16]. Furthermore, rainfall combined with an average 

temperature and humidity has been utilized to detect 

DF patients [6]. Another study looked at the effect of 

climate on the DF incidence by omitting the 

minimum-maximum temperature and then adding the 

wind factor [7]. DF outbreaks [8, 9], and DF 

incidence in numerous places have all been linked to 

average temperature, humidity, and rainfall. 

These findings suggest that mosquitoes can 

spread to tropical and subtropical regions as a marker 

of the impact of temperature and precipitation on 

mosquito presence and development [5]. The DF 
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virus is then transmitted at low temperatures in the 

winter [7] and minimum temperatures in the 

preceding four months [9]. Furthermore, the climate 

has both a direct and indirect effect on the incidence 

of dengue fever, which is mediated by mosquito 

density [8]. 

Mosquito density and climatic conditions have a 

significant relationship. The rainfall circumstances of 

the previous month and two months ago, on the other 

hand, had no substantial impact on mosquito 

development and spread. Furthermore, temperature, 

rainfall, and sunlight significantly impact DF 

transmission [11]. Mosquito control is particularly 

required during high temperatures, as mosquito 

transmission occurs [11]. 

The spread of dengue fever in Brazil is predicted 

to be heavily influenced by rainfall during the past 

two months and the minimum temperature. At an 

average minimum temperature of 21 °C, the 

incidence of dengue fever increases [3]. In China [12], 

where the highest temperature is 21.6–32.9 °C, and 

the minimum temperature is 11.2–23.7 °C, the 

temperature significantly impacts dengue fever. This 

temperature is not the same as the temperature in 

Brazil or Taiwan. 

Several climate conditions influence DF, 

according to these studies. Unfortunately, no 

extensive analysis of the temperature, rainfall, or 

humidity at the time of the increase in dengue fever 

cases was conducted. Furthermore, the research 

described above did not consider wind speed or 

geographical factors, particularly the area's altitude. 

3. Materials and method 

3.1 Study area 

This study uses Malang regency as the case study 

location. The Malang regency was chosen since it is 

East Java’s second-largest district [39]. Furthermore, 

Malang regency is the third region in East Java with 

the largest number of DF cases in 2016, and so on [4]. 

Many beaches flank the Malang regency with 

warmer temperatures and several mountains with 

cooler temperatures. Malang regency is divided into 

33 sub-districts, 12 sub-districts, and 378 settlements, 

covering 3,530.65 km2 and a population density of 

831.33/km2 [39]. Different geographical 

characteristics, a hot climate, and a dense population 

render this area vulnerable to DF. 

3.2 Dataset 

The data used in this investigation includes 

information about DF patients and weather 

information such as air temperature, humidity, 

rainfall, and wind speed. Furthermore, data on 

geographic circumstances in the form of an area’s 

elevation is involved. Dengue patient’s data, a daily 

report from January 2018 to December 2019, is 

obtained from the Malang district health office. The 

altitude data of the region is the height above sea level 

for each sub-district. This altitude data is collected 

from the central bureau of statistics. As for data on air 

temperature, humidity, rainfall, and wind speed 

obtained by the meteorology, climatology, and 

geophysics agency of Karangploso. All data used 

have the same period from January 2018 to December 

2019. 

3.3 Method 

This study employs a hybrid approach that 

combines fuzzy C-means (FCM) with social network 

analysis (SNA). The procedure is generally divided 

into three stages: data preprocessing, clustering with 

FCM, and identifying distinct climatic and patient 

distribution circumstances using SNA. Clustering’s 

performance is compared to other methods such as K-

means, hierarchical, mean-shift, and DB-SCAN. 

Various centrality techniques, such as the proximity 

centrality algorithm, the betweenness centrality 

algorithm, and others, depict the magnitude of the 

characteristics and the value of centrality in the SNA. 

The study’s framework is illustrated in Fig. 1. 

3.3.1. Data preprocessing 

Data preprocessing was done to guarantee that it 

is ready to be processed at the following level. The 

following are the preprocessing steps employed in 

this study: 

 

• Eliminate the column not used in the clustering 

analysis procedure from the patient data. This 

procedure creates a new data frame with four 

climatic variables, one altitude variable, and one 

unique identifier (id). 

• The column ‘No id’ has been removed from the 

next dataframe, resulting in a data frame 

containing only climate variables used as input for 

the clustering training procedure. 

• We used the min-max normalization method from 

Eq. (1) to avoid variables dominating the data 

from the preceding procedure.  

 

Eq. (1) uses several variables of 𝑣�̀�  (data value 

after normalization), vi (data value before 

normalization), minA (minimum value in the data 
 



Received:  January 14, 2022.     Revised: February 24, 2022.                                                                                           131 

International Journal of Intelligent Engineering and Systems, Vol.15, No.3, 2022           DOI: 10.22266/ijies2022.0630.12 

 

 
Figure. 1 The framework of the proposed approach 

 

before normalization), maxA (maximum value in the 

data before normalization), new_minA (minimum 

value in the data after normalization), and new_maxA 

(maximum value in the data after normalization). 

Furthermore, the results of the data distribution for 

each climate variable can be seen in Fig. 2. 

 

𝑣�̀� =
𝑣𝑖 − 𝑚𝑖𝑛𝐴

𝑚𝑎𝑥𝐴− 𝑚𝑖𝑛𝐴
(𝑛𝑒𝑤_𝑚𝑎𝑥𝐴 −  𝑛𝑒𝑤_𝑚𝑖𝑛𝐴)  +

 𝑛𝑒𝑤_𝑚𝑖𝑛𝐴 (1) 

3.3.2. Patient data clustering  

The goal of the clustering approach is to group 

patients based on altitude and climatic variables. 

Fuzzy C-means (FCM) are used in this procedure. 

FCM employs a fuzzy grouping paradigm, which 

allows data to belong to any classes or clusters 

produced with varying degrees or membership levels 

ranging from 0 to 1 [24]. The degree of membership 

in a cluster determines the level of data presence [37]. 

Suppose input from the fuzzy system is defined as 

𝑈 = (𝑢1, 𝑢2, . . . , 𝑢𝑛) and membership degree from a 

data point k in cluster i is symbolized as 𝜇𝑖𝑘(𝜇𝑘) ∈

[0,1]  with (1 ≤ 𝑖 ≤ 𝑛;  1 ≤ 𝑘 ≤ 𝑐) , then the 

partition matrix in FCM is defined as Eq. (2). 

 

𝜇𝑖𝑘 = [
𝜇11[𝜇1] … 𝜇1𝑐[𝜇1]

⋮ … ⋮
𝜇𝑛𝑖[𝜇𝑛] … 𝜇𝑛𝑐[𝜇𝑛]

]  with ∑ 𝜇𝑖𝑘 = 1𝑐
𝑘=1

 (2) 

 

𝐹𝑤(𝑈, 𝑉) = ∑ ∑ ((𝜇𝑖𝑘)𝑤𝑐
𝑘=1 𝑑𝑖𝑘

2)𝑛
𝑖=1  (3) 

 

Objective function used in FCM is shown in Eq. 

(3), where 𝐹𝑤(𝑈, 𝑉) is the objective function towards 

U and V, c is the cluster number in X, n is the 

processed data number, w is weight with 𝑤 ∈ [1, ∞], 

and X is the matrix of processed data with 𝑛 × 𝑚 (n 

shows samples number and m shows data criteria). U 

is the initial partition matrix (membership function), 

V is the center cluster matrix, and 𝑑𝑖𝑘 = 𝑑(𝑥𝑖 −

𝑣𝑘) = [∑ (𝑥𝑖𝑗 − 𝑣𝑘𝑗)2𝑚
𝑗=1 ]  is the distance of every 

data in the cluster. To update every value from 

partition matrix, we used Eq. (4). The center of the kth 

cluster is denoted by Vkj, which is shown in Eq. (5). 
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Figure. 2 Distribution of pre-processed climate data 

 

𝜇𝑖𝑘 =
[∑ (𝑋𝑖𝑗−𝑋𝑘𝑗)2𝑚

𝑗=1 ]

−1
𝑤−1

∑ [∑ (𝑋𝑖𝑗−𝑋𝑘𝑗)2𝑚
𝑗=1 ]

−1
𝑤−1𝑐

𝑘=1

 (4) 

 

𝑉𝑘𝑗 =
∑ ((𝜇𝑖𝑘)𝑤∗𝑋𝑖𝑗)𝑛

𝑖−1

∑ (𝜇𝑖𝑘)𝑤𝑛
𝑖−1

 (5) 

 

Clustering was done in patient data. Climate data 

include temperature, humidity, rainfall, wind 

direction and location’s altitude are used to cluster the 

patient’s data. The number of clusters (c) and the 

degree of fuzziness (d) are varied in this scenario (m). 

The degree of fuzziness refers to how difficult it is to 

tell if an object belongs in cluster A or B. The degree 

of fuzziness is 0.1-100, and the number of clusters is 

changed starting at 2. However, the number of 

clusters in this experiment was 2, 3, and 4, and the 

degree of fuzziness was 1.5–4.0 with a 0.5 interval. 

This decision was based on an experiment in which 

values outside the interval did not affect the center 

clustering findings. Patients in each cluster, where 

patients in the same cluster are in nearly identical 

climatic and altitude settings, are the results of this 

stage. 

3.3.3. Implementation of social network analysis (SNA) 

approach 

There are several processes carried out at the SNA 

implementation stage, including: 

 

a. Making Matrix and Graph of Relationships  

between Entities 

After the patient, elevation, and climate data are 

combined, the next step is to determine the 

relationship between the entities. In this study, nodes 

represent patients, and edges represent relationships 

between patients. Edge represents a fuzzy value that 

represents the location of residence between patients 

and the time span of illness between one patient and 

others. The range of illness is ten days based on the 

incubation period of DF [40]. 

The membership function of the illness time is 

using the S curve. The illness range membership 

function is written in Eq. (6). In addition to the 

duration of illness, this study also involves a 

membership function that represents the patient's 

location. The membership function is written in Eq. 

(7).  
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𝑆(𝑥) = {

0,

2(𝑥/10)2,

1 − 2((10 − 𝑥)/10)2,
1,

 

𝑖𝑓 𝑥 = 0
𝑖𝑓 0 ≤ 𝑥 ≤ 5

𝑖𝑓 5 ≤ 𝑥 ≤ 10
𝑖𝑓 𝑥 ≥ 10

   (6) 

 
𝑊(𝑥) =

{
0

0.5
1

 

, 𝑖𝑓 𝑖𝑡′𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑠𝑎𝑚𝑒 𝑎𝑟𝑒𝑎 

, 𝑖𝑓 𝑖𝑡′𝑠 𝑖𝑛 𝑎 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡 𝑎𝑟𝑒𝑎 𝑏𝑢𝑡 𝑖𝑠 𝑖𝑚𝑚𝑒𝑑𝑖𝑎𝑡𝑒𝑙𝑦 𝑎𝑑𝑗𝑎𝑐𝑒𝑛𝑡

, 𝑖𝑓 𝑖𝑡′𝑠 𝑖𝑛 𝑎 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡 𝑎𝑟𝑒𝑎 𝑎𝑛𝑑 𝑛𝑜𝑡 𝑑𝑖𝑟𝑒𝑐𝑡𝑙𝑦 𝑎𝑑𝑗𝑎𝑐𝑒𝑛𝑡

 (7) 

 

𝜇𝑆∩𝑊 = 𝑚𝑖𝑛(𝑆(𝑥), 𝑊(𝑥))  (8) 

 

Therefore, the illness range and location 

membership functions are integrated into a single 

weight using a fuzzy relation, as shown in Eq (8).  

 

b. SNA Attribute Calculation  

The graph that has been created is used to calculate 

the attributes. The graph properties computed include:  

 

• The number of nodes. Based on the clustering 

results, the number of these nodes will change 

dynamically. 

• The total number of edges. It is determined by 

whether or not the relationship between patients is 

constructed using the fuzzy rules on Eq (8). 

• Average Degree, which is the average number of 

node-to-node links. The greater the average 

degree value, the more likely a patient is to infect 

a large number of others. Eq. (9) and Eq. (10) are 

used to calculate average degree, where k is the 

average degree value, N is the number of nodes in 

a network, and E is the number of edges. 

 

𝑘 ≡  
1

𝑁
∑ 𝑘𝑖 =𝑁

𝑖=1  
2𝐸

𝑁
 (9) 

 

𝑘𝑖𝑛  =  𝑘𝑜𝑢𝑡  =  
𝐸

𝑁
 (10) 

 
• Average Path Length. The path is interpreted as 

the distance between one node and another. The 

equation of the average path length is shown in Eq. 

(11), where i is the ith node, j is the jth node, I(i,j) 

is the shortest path between i and j nodes, and n is 

the number of nodes. 

 

𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑝𝑎𝑡ℎ 𝑙𝑒𝑛𝑔𝑡ℎ =  
∑ 𝐼(𝑖,𝑗)𝑖>𝑗

𝑛(𝑛−1)

2

 (11) 

 

• Density, is the density of a graph. Density values 

range from 0 and 1. If the density value is closer 

to 1, the more nodes are connected. For a directed 

network, the maximum number of possible bonds 

between actors is 𝑘 × (𝑘 − 1). The equation for 

measuring density is displayed in Eq. (12), where 

𝐷  is the density, 𝐿  is the number of bonds 

observed in the network, and 𝑘 is the number of 

bonds in the network. 
 

𝐷 =
𝐿

𝑘 ×(𝑘−1)
 (12) 

 

• Network Diameter, which is the closest path 

between nodes. The model for measuring network 

diameter is shown in Eqs. (13) and (14), where 𝑑 

is the diameter and 𝑑(𝑢, 𝑣) is the distance of u and 

v. 

 

𝑑 = 𝑚𝑎𝑥𝑢,𝑣 ∈𝑉  𝑑(𝑢, 𝑣) (13) 

 

𝑁(𝑑𝑚𝑎𝑥) ≈ 𝑁 (14) 

 

• Modularity, which is an indication of the 

formation of groups on the graph. Modularity in a 

graph is defined as in Eq. (15), where Q is 

modularity; m is the number of edges; Aij is an 

element of the adjacency matrix A in rows i and j; 

ki and kj are degrees on i and j; ci and cj are the sum 

of the parts of i or that pass through all vertices of 

i or j; δ is worth 1 if x is equal to y, and vice versa. 

 

𝑄 =  
1

2
𝑚 ×  ∑((

𝐴𝑖𝑗− 𝑘𝑖 × 𝑘𝑗 

2𝑚
) 𝛿(𝑐𝑖 , 𝑐𝑗), 𝑖, 𝑗) (15) 

 

• Number of Community, namely the many groups 

formed. The purpose of finding a community is to 

identify a model based on the topology. 

 

c. Implement Centrality Algorithm to Calculate the 

Centrality Value 

The graph that was created earlier is used to 

determine centrality. Degree centrality, betweenness 

centrality, proximity centrality, and eigenvector 

centrality were utilized as measures of centrality in 

this study [27, 34]. Each one employs a unique 

centrality algorithm. 

One approach to assess centrality in a social 

network is betweenness centrality. Eq. (16) shows the 

value betweenness centrality of each node in the 

network, where σst is the shortest distance from s to t, 

and σst(vi) is the shortest distance from s to t passing 

through vi bonds. 

 

𝐶𝐵(𝑣𝑖) = ∑
𝜎𝑠𝑡(𝑣𝑖)

𝜎𝑠𝑡
𝑣𝑖≠𝑣𝑠≠𝑣𝑡∈𝑉,𝑠<𝑡  (16) 

 

The average distance from the initial node to all 

other nodes in the network is shown by closeness  
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Figure. 3 Pseudocode for centrality calculation 

 
Table 1. Attribute ranking criteria 

No Attribute Name Remark 

1 Average degree The higher, the better 

2 Network diameter The smaller, the better 

3 
Average path 

length 
The smaller, the better 

4 Density The higher, the better 

5 Modularity The smaller, the better 

6 
Number of 

communities 
The smaller, the better 

 

centrality. This method can determine how quickly a 

node can communicate with other nodes. Closeness 

centrality is a measurement of a patient’s proximity 

to all other patients. Eq. (17) yields the value of each 

node’s proximity centrality, where g(vi, vj) is the 

distance between nodes vi and vj, and n is the number 

of nodes in the network. 

 

𝐶𝑐(𝑣𝑖) =
𝑛−1

∑ 𝑔(𝑣𝑖,𝑣𝑗)𝑛
𝑗≠𝑖

 (17) 

 

There was also the degree centrality, which 

reflects how many interactions a node has. Eq. (18) is 

used to find the degree centrality value of node ni, 

where d(ni) is the number of interactions that node ni 

has with other nodes in the network [26]. 

 

𝐶𝐷(𝑛𝑖) =  𝑑(𝑛𝑖) (18) 
 

Eigenvector centrality is a type of measurement 

that gives more weight to nodes related to other nodes 

and has high centrality values. Eqs. (19) and (20) give 

the eigenvector centrality value of a node, where 𝛼 is 

the normalization constant (vector scale), and 𝛽 

represents how much a node has a centrality weight 

in a node with a high centrality value. A is an 

adjacency matrix, I is the identity matrix, and l is a 

matrix. The radius power of a node is 𝛽. Furthermore, 

the pseudocode for the centrality calculation is shown 

in Fig. 3. 

 

𝐶𝐼(𝛽) = ∑( 𝛼 + 𝛽𝐶𝐽 ) 𝐴𝐽𝐼 (19) 

 
𝐶(𝛽) =  𝛼(𝐼 −  𝛽𝐴) − 1𝐴𝑙 (20) 
 

d. Rankings 

There are two types of rankings: attribute ranking 

and centrality ranking. The higher the centrality value, 

the higher the ranking for the centrality ranking 

criteria. However, this condition is not the same as 

attribute ranking. Rank qualities according to the 

criteria are listed in Table 1 [27]. 

4. Result and discussion 

The main goals of this study are finding clusters 

of DF patients based on climatic and geographical 

conditions, identifying areas with a high distribution 

rate, identifying months that are susceptible to high 

spread, and identifying patient characteristics that 

have the potential to spread, among other patients.  

4.1 The cluster of patient spreading 

This study compares performance in clustering 

using a variety of test scenarios to determine the ideal 

number of clusters. Several criteria were used in the 

experiment, including the Silhouette score (SH), 

Calinski Harabasz score (CH), and Dunn index (DB). 

Table 2 shows the results of comparing the 

performance of each scenario for each parameter. The 

ideal number of clusters was found to be 3 with a 

degree of fuzziness (m) of 3.5 out of the three metrics 

displayed in Table 2. The largest SH, the largest CH, 

and the smallest DB show the same conclusion. 

Table 3 shows the results of fuzzy C-means 

clustering on DF patient data with 3 clusters and 3.5 

m values. “Temp mean” and “Temp median” 

represent average and median temperature, “RH 

mean” and “RH median” represent average and 

median humidity, “RF mean” and “RF median” 

represent average and median rainfall, “FF mean” 

represents “FF median” average and median wind 

speed, and “Elevation mean” and “Elevation median” 

represent mean and median elevation, and in the 

column “Number of Patients,” there is also extra 

information in the form of the number of cluster 

members.  

Cluster 0 has moderate temperatures, moderate 

wind speeds, high humidity and rainfall, and a 
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Table 2. Clustering scenario performance based on Silhouette score, Calinski Harabasz score, and Dunn Index 

Degree 

of 

Fuzzi- 

ness 

Silhouette Score Calinski Harabasz Score Dunn Index 

Number of Cluster Number of Cluster Number of Cluster 

3 4 5 3 4 5 3 4 5 

m = 1.5 0.195 0.135 0.010 941 774 736 3.875 3.325 6.824 

m = 2.0 0.185 0.067 -0.013 888 1030 669 4.182 3.861 6.227 

m = 2.5 0.174 0.057 0.001 863 1114 753 3.113 4.175 5.324 

m = 3.0 0.268 0.072 0.026 1413 1180 753 2.012 4.683 13.211 

m = 3.5 0.279 0.191 0.159 1947 1293 1310 1.740 2.214 3.259 

m = 4.0 0.269 0.219 0.184 1893 1271 954 1.891 3.993 4.931 

 

Table 3. Characteristics of each formed cluster 

 
 

medium altitude average, as seen in Table 3. Cluster 

0 is tilted toward the moderate lands’ characteristics. 

Cluster 1 has the highest temperature, lowest wind 

speed, moderate humidity, low rainfall and humidity 

values, and the lowest average altitude among the 

other clusters. Cluster 1 has a lowland bent to its 

characteristics. Cluster 2 has the lowest temperature 

characteristics and the highest average altitude 

among the other clusters, with a high value on wind 

speed, a low value on rainfall and humidity factors. 

Highland characteristics describe this cluster. 

Table 3 also shows that Cluster 1 had the highest 

proportion of DF patients, accounting for 52.0 % of 

all patients. Cluster 2 accounts for 40.7 % of patients, 

while Cluster 0 accounts for 7.3 %. The majority of 

the patients live in lowland areas surrounded by 

forests, beaches, and numerous rivers. It has a 

significant impact on the growth of DF-causing 

mosquitos and the disease’s dissemination. This 

condition is consistent with [19], who said about 

variances in geographic conditions with many 

instances, and what [10] said about watersheds 

having a higher number of cases than others.  

Similarly, those who claim that areas near woods 

with plenty of rain can boost mosquito populations 

[6]. Furthermore, because lowland areas are densely 

populated, the dispersion rate in this area is high [6]. 

The fact that Cluster 1 has a higher mean temperature 

can decrease the time between larval development 

and the extrinsic incubation period backs up [43]. 

Mosquitoes do not transmit far with decreased wind 

speeds, allowing them to thrive in the vicinity. 

The distribution of patients is visualized based on 

each variable to further examine clustering findings 

with FCM. The scatter plot in Fig. 4 depicts the 

results of the 2-dimensional distribution visualization, 

where Temp denotes temperature, RH denotes 

humidity, RF denotes rainfall, FF denotes wind speed, 

and Elevation denotes altitude. FCM did a good job 

separating patients into their different groups, as 

shown in Fig. 4. There are no patients who fall into 

two or more clusters, as can be shown. This is 

represented by the number of members in each cluster, 

which equals the number of patient records combined. 

Furthermore, each cluster serves as a separator.  

When Table 3 and Fig. 4 are compared, it can be 

seen that the majority of the patients were found in 

Cluster 1. Their conditions are an altitude of less than 

500 masl (with mean of 384.73 masl) and a 

temperature of 23-30 °C (with mean 26.07 °C). 

According to a study conducted by [44, 45], the 

optimal temperature range for mosquitoes to survive 

is between 20-30 °C, and [12], the best temperature 

range for mosquitoes to survive is between 21.6-

32.9 °C. In terms of humidity, most patients were 

distributed at an average of 83.86 %. This finding 

differs from research in [46], which claims that the 

ideal humidity for growth is 60-80 %. 

The difference of findings can be caused by the 

slightly different altitude and rainfall conditions from 

the area where this case study is located. Meanwhile, 

the most patient distribution occurred when the 

average rainfall was 9.25 mm, and the average wind 

speed was 0.86 m/s. For rainfall and wind speed can 

not be compared with other studies because this is 

still rarely mentioned. In a study conducted in 

Indonesia [14, 47], it was not stated how much 

rainfall values support DF distribution. In fact, the  
 

Cluster
Temp_

mean

RH_

mean

RF_

mean

FF_

mean

Elevation_

mean

Temp_

median

RH_

median

RF_

median

FF_

median

Elevation_

median
# Patient

0 24.675 85.567 23.417 0.928 446.456 24.650 87.500 10.500 1.000 427.000 180

1 26.069 83.861 9.249 0.859 304.725 26.100 84.000 6.600 1.000 391.000 1282

2 24.041 80.886 8.368 1.619 575.913 24.100 82.000 1.600 1.600 583.000 1004
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Figure. 4 Scatter plot of the patients’ distribution based on climate and elevation variables 

 

 
Figure. 5 Calinski-Harabasz Index FCM comparison 

results with other methods 

 

wind speed variable was not included in the study [14, 

15].  

Then, to ensure that the clustering results from the 

FCM are suitable for use, the next validation process 

is carried out. Validation is done by comparing the 

Fuzzy C-Means algorithm cluster results with other 

methods. The methods used in this comparison are K-

Means, Complete Hierarchical Clustering, Mean-

Shift Clustering, and DBSCAN Clustering. The 

comparison results are shown in Fig. 5. Fig. 5 

displays the comparison of FCM with other methods 

by using the Calinski-Harabasz Index. The better 

cluster results than the others will have the highest 

value on the index. It can be seen in Fig. 5 that the 

fuzzy C-means algorithm has the highest value 

compared to other algorithms. The difference in the 

3D distribution of patients for FCM and the 

comparison method is shown in Fig. 6. 

Fig. 6 illustrates that, of the five methods 

examined, fuzzy C-means clustering has the best 

cluster separation, evidenced by each cluster being 

formed together and not separated. This condition 

backs up the statement [24] that FCM has been 

successfully applied in various fields. This is because 

FCM considers the potential of cluster overlap, which 

is subsequently resolved using the idea of [24, 37]. 

4.2 Identification of patient distribution by region 

and month  

After collecting information on the spread of 

patients concerning the altitude and climate, the next 

step was to determine the spread of patients in each 
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Figure. 6 A 3D plot comparison of the proposed method and others 

 

location and the spread level each month. Because the 

disease is easily disseminated, knowing which 

locations to watch out for is essential—in addition, 

learning when to take preventative measures to avoid 

an increase in DF occurrences. In addition, the 

analysis includes information about patients who 

could be a source of disease transmission. Table 4 

shows the regions with the ten most significant 

distribution levels and related attribute sizes. 

According to Table 4, Dau has the highest DF 

cases. This is demonstrated by the 224 existent nodes 

or patients and the 8446 edges generated by the 

relationships. There was just one patient who was not 

related to the others, based on the number of existing 

patients. This means that a patient becomes ill after 

all other patients have recovered and they are not in 

the same area or on the same side of the border as 

other patients. 

Based on the 75,411 average degree value in the 

Dau area, it is estimated that someone suffering from 

DF has a relationship with 75 other sufferers. An 

average patient can infect/transmit the disease to 75 

other people in the same region or directly adjacent 

to the patient's location. The average path length, 

which has a value of 3,774, represents the distance of 

pain and area between one patient and another, 

suggesting that many patients are suffering from the 

same ailment and are in close proximity. The network 

diameter value, which is less than the others, also 

supports this. This smaller diameter indicates that the 

maximum distance between the area and the patient's 

duration of illness in the Dau area is shorter than the 

others.  

Based on the average degree attribute value, the 

six regions with the highest-ranking are Dau, 

Gondang Legi, Sumbermanjing Wetan, Pakisaji, 

Kepanjen, and Turen. This suggests that the rate of 

disease transmission in these six areas is higher than 

in other areas. This could be information for the 

Health Office about the highest-priority needs for 

preventive, therapeutic, or eradication efforts. The six  
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Table 4. Ten regions with the highest number of DF cases and the attributes of the graph formed 

 
 

regions that require priority attention, from first to 

sixth priority, are Pakisaji, Dampit, Karangploso, 

Gondang Legi, Dau, and Kepanjen, as seen by the 

diameter network constructed. Table 4 shows that the 

network diameter is shrinking, implying that the 

transmission rate increases in a shorter time and a 

smaller area. Pakisaji, Dampit, Karangploso, 

Gondang Legi, Dau, and Kepanjen have the highest 

priority for handling based on the average path length 

attribute. This regional group is the same as the 

network diameter ranking regional group.  

Upon looking at the density graph, the places that 

need to be treated quickly are Dau, Karangploso, 

Sumbermanjing Wetan, Turen, Kepanjen, and 

Gondang Legi. With a graph density of 0.191, we 

enter the turbulent region as a new priority. Dau, 

Karangploso, Turen, Kepanjen, Singosari, and 

Sumbermanjing Wetan are the six highest priority 

regions that demand rapid processing based on the 

modularity attribute. Based on all of the criteria 

employed, Dau and Kepanjen are the two places that 

consistently emerge as priority locations based on the 

attributes. Fig. 7 depicts the graph visualization for 

the Dau region. The graph is overly dense because 

there are so many nodes and edges in the Dau region 

of Fig. 7. There are nodes with many relationships till 

the color turns dark. Some nodes are separated but 

still establish other relationships and produce new 

communities. Then some nodes don't have any 

relationships at all. This indicates that the patient 

represented by this node is not in the same stage of 

their illness and is located in a different area not 

directly adjacent to theirs.  

In Fig. 8, a sample of the graph for additional 

places where the number of nodes and edges formed 

is not too significant makes it easier to evaluate every 

patient. In Kepanjen, a sample of the patient graph 

(Fig. 8) reveals 17 patients with 64 interactions 

created. In Kepanjen, the network divides into three 

communities: one with three patients (patient IDs 441, 

444, and 449), another with four patients (patient IDs 

2072, 2115, 2117, and 2186), and a third with ten 

patients (patients with IDs 863, 871, 883, 894, 907, 

917, 955, 972, 985, and 1012). There were no 

unrelated patients in this network. This fact suggests 

that all patients in their particular communities suffer 

from the same illness and are located in the same or 

adjacent places. The weight of the relationship 

between two nodes determines the thickness of the 

edge between them. The greater the weight, the 

thicker the edge. This indicates that the two patients 

are nearby.  

The next scenario involves a distribution study 

based on the disease's spread through time. In this 

example, the time period specified in months. This 

choice is based on the Public Health Office's 

requirements for monitoring and planning the budget 

and activities to be undertaken [4]. Months are 

required rather than days. Table 5 shows the 

distribution of graph attribute values from January to 

December in the six regions with the most instances. 

Judging by the number of existing patients, 

represented by the total number of nodes, cases with 

a higher number occur throughout the rainy season 

months of January, February, March, and even April. 

This finding is consistent with [6], who found that the 

average number of high cases occurred during the 

 

# Node
# Node w/o

relation
# Edge

Avg.

Degree

Network

Diameter

Avg. Path

Length

Graph

Density

Modula-

rity

Number of

Communi-

ties

Dau 224 1 8446 75.411 11 3.744 0.338 0.67 10

Gondang Legi 173 7 2292 27614 11 3.565 0.167 0.751 12

Pakisaji 168 3 2106 25.527 10 3.208 0.156 0.742 15

Kepanjen 149 1 1826 24.676 12 3.744 0.168 0.704 14

Singosari 140 4 1358 19.971 24 7.729 0.148 0.73 16

Sumbermanjing

Wetan
123 6 1504 25.709 15 5.033 0.222 0.736 13

Turen 122 5 1296 22.154 12 4.052 0.191 0.695 11

Dampit 121 1 978 16.3 10 3.338 0.137 0.749 16

Wagir 105 4 746 14.627 18 5.524 0.145 0.778 15

Karangploso 95 4 992 21.802 11 3.517 0.242 0.691 9

Area

Attribute Value
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Figure. 7 Visualization of patients’ relation 

 

rainy season. However, this finding contrasts with 

what [7] claimed in his case study area, where they 

stated that a significant proportion of instances 

happened during the summer. It can happen because 

of the difference in the number of seasons and the 

temperatures between seasons 2 and 4. In addition, 

the number of nodes without a relationship is zero 

from January to May and November. This condition 

suggests that the patients in that month are connected, 

whether they become ill within the same ten days, 

live in the same area, or are directly adjacent to one 

another. This occurrence indicates that a patient can 

infect others or that a prior patient can infect another 

patient. 

Table 5 further demonstrates that each month has 

a distinct amount of nodes generated. It is calculated 

based on the number of dengue fever patients in each 

location—similarly, the number of created edges. 

Edges have a higher number of edges in months with 

a significant number of nodes. During the rainy 

season, the average relationship between dengue 

fever patients is higher than during the dry season. 

This discrepancy in average could be attributed to the 

season’s climatic circumstances. The rainy season’s 

climatic circumstances are more suitable for 

mosquito reproduction, resulting in a higher spread 

rate.  

 

 
Figure. 8 A Sample of the patients’ distribution graph 
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This statement corroborates the findings of [6, 

11]. This assertion is backed up by the average 

distance between nodes, which is depicted by the 

average network diameter in the dry season, which is 

lower than in the rainy season. The average number 

of patients in a network is also higher during the rainy 

season. As a result, the possibility of dispersal is 

larger during the rainy season than during the dry 

season. This is in line with what was said by [7, 43]. 

However, this is in contrast to what [11] claimed, 

which stated that rain caused DF cases to drop. Heavy 

rains do not support mosquito density because most 

mosquito eggs and larvae will drift away from the 

breeding areas. 

The average path length represents the average 

value of the number of patients in a network. During 

the rainy season, a patient’s influence is greater than 

during the dry season. The height of the rainy season, 

January, has an average degree value of 46,044, 

suggesting that a DF patient can infect 46 other 

persons in the same area or directly next to the 

patient’s location for ten days. It turns out that the 137 

sick persons are all related. Three thousand one 

hundred fifty-four relationships have been developed 

due to these 137 individuals. This is unlike August-

September when the dry season is typically at its peak. 

In August, just 64 relationships for 23 individuals 

were found in the six regions with the most cases. 

The average path length in January is 1.756, 

which is 0.082 different from June, indicating that 

many people are suffering from the same condition 

and are in close proximity to one another. This is 

further confirmed by the fact that the network 

diameter value is lower than in June. This means the 

greatest distance between the area and the duration of 

illness is shorter than the others. The density graph 

depicts the degree of node connectedness. In 

comparison to other months, September, which is 

normally the end of the dry season, has the highest 

level of connectivity between nodes. In fact, as 

compared to the rainy season’s height in January or 

February, the number of patients isn't quite as high. 

Compared to other months, this shows that the rate of 

illness spread in this month is the highest. In 

September, the result was the same with modularity. 

4.3 Identification of patients with potential source 

of spread and their characteristics 

This identification is accomplished by centrality 

ranking. This centrality rating can reveal information 

about patients who have a significant impact on 

establishing a network in certain settings. Two 

scenarios, dependent on geography and time (month), 

are still used in this research. Table 6 shows the 

results of the centrality ranking for the top ten 

patients in the regional scenario. 

Table 6 shows the centrality algorithm results to 

calculate proximity centrality for ten patients with the 

highest value. According to the findings of 

calculations utilizing closeness centrality, the 

patients with ID 1876 from the Ampelgading area had 

the highest closeness centrality value. The centrality  

 

 

Table 5. The network attribute values formed in the six regions with the most DF cases 

 

# Node
# Node w/o

relati-on
# Edge

Avg.

Degree

Network

Diameter

Avg. Path

Length

Graph

Density

Modula-

rity

Number of

Commu-

nities

January 137 0 3154 46.044 4 1.756 0.339 0.649 8

February 133 0 3038 45.684 4 1.664 0.346 0.625 8

March 125 0 2880 46.080 4 1.521 0.372 0.59 7

April 79 0 840 21.266 4 1.731 0.273 0.735 9

May 86 0 914 21.256 4 1.69 0.25 0.791 9

June 63 1 520 16.744 5 1.842 0.275 0.788 8

July 26 2 90 7.500 2 1.262 0.326 0.744 6

August 23 3 64 6.400 3 1.318 0.377 0.774 5

September 17 3 62 8.857 2 1.34 0.681 0.399 4

October 15 2 36 5.538 3 1.292 0.462 0.615 3

November 49 0 444 18.122 4 1.556 0.378 0.633 6

December 40 2 284 14.947 4 1.362 0.404 0.63 5

Area

Attribute Value
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Table 6. Centrality value for the ten highest-ranking patients 

 
 

of proximity is equivalent to 0.459. This patient ID 

node has quick access to other nodes in the patient 

database. Furthermore, it has the quickest path to 

other patient nodes and, of course, excellent visibility 

to see what is going on in the network. Patients with 

ID 1644 from the Tumpang area with a value of 0.365 

and patients with ID 1948 from the Bululawang area 

with a value of 0.323 were ranked 2 and 3, 

respectively. 

In the meantime, Table 6 shows that patients with 

ID 1567 in the Donomulyo area have the greatest 

betweenness centrality value, which is 0.235. This 

means that patients with ID 1567 are sandwiched 

between two major groups in the resulting network. 

Patients with ID 1567 and the greatest betweenness 

centrality rating are almost probably the most 

influential or powerful people in the network. 

Because this node in the network connects 

numerous smaller communities to build one larger 

community, this patient significantly impacts what 

happens in the network. Of course, if this node isn't 

in the network, it will break the link between multiple 

smaller communities. When a patient node is 

removed from the network, the network is split into 

two smaller communities.  

Fig. 8 serves as an illustration. Node ID 917 is the 

node in the same place as node ID 1567 in Table 6. 

As shown in Fig. 8, node 917 can connect community 

1 (nodes with patient IDs 955, 972, 985, and 1012) 

and community 2 (nodes with patient IDs 863, 871, 

883, 894, and 907) into a larger community network 

(nodes with patient IDs 863, 871, 883, 894, and 907) 

into a larger community network (nodes with patient 

IDs 863, 871, 883, 894, 907, 917, 955, 972, 985, and 

1012). 

If there is no node 917, the ten-node community 

will be split into two smaller and distinct 

communities, the community 1 network and the 

community 2 network. Patients with ID 1659 from 

Bululawang had a betweenness value of 0.213, and 

patient ID 1926 from Singosari had a value of 0.199, 

respectively, with a betweenness ranking of 2 and 3. 

These patients had the same function as the rank 1 

node but lacked the potency of node ID 1567. 

Meanwhile, patients with ID 1875 from 

Ampelgading, ID 1644 from Tumpang, and ID 443 

from Wonosari got the top three rankings for 

centrality value. The degree centrality score 

represents the number of interactions a patient has. 

Patients with ID 1080 from Ngantang, ID 320 from 

Pujon, and ID 443 from Wonosari are then 

considered eigenvector centrality.  

The centrality value is used to determine which 

patients can influence the spread of dengue disease in 

specific months in the monthly identification 

scenario. Only patients were taken in this scenario 

from January 1 to December 31, 2019, with the 

highest cases in six regions. As a result, we generated 

a new patient ID. Table 7 shows the results of 

monthly centrality calculations in 2019 for the six 

regions with the most cases, based on the preceding 

regional scenario's results. The patients with the 

highest scores among all the other patients for that 

month are displayed below. The centrality algorithm 

is used to rank the items. Patients with ID 516 in 

January had the highest closeness centrality value 

compared to other patients, according to calculations 

using the closeness centrality algorithm. This patient 

hails from the Kepanjen area. The person in question 

is a female, 34 years old, with DF as her initial 

diagnosis. The first checkup is at the Kepanjen public 

health center, followed by treatment at the Wava 

Husada Kepanjen Hospital.  

Meanwhile, based on betweenness centrality, 

Table 7 demonstrates that patients with ID 552 from 

Kepanjen have the highest value betweenness 

ID Value Area ID Value Area ID Value Area ID Value Area

1 1876 0.459 Ampelgading 1567 0.235 Donomulyo 1875 0.468 Ampelgading 1080 0.707 Ngantang

2 1644 0.365 Tumpang 1659 0.213 Bululawang 1644 0.359 Tumpang 320 0.707 Pujon

3 1948 0.323 Bululawang 1926 0.199 Singosari 443 0.286 Wonosari 443 0.524 Wonosari

4 1840 0.309 Dau 1522 0.189 Tajinan 1872 0.274 Poncokusumo 1861 0.5 Kromengan

5 443 0.298 Wonosari 1136 0.186
Sumbermanjing

Wetan
2034 0.271 Bululawang 705 0.461 Bantur

6 1422 0.284 Ngajum 813 0.158 Wagir 1494 0.269 Kalipare 2354 0.461 Pagak

7 1494 9.283 Kalipare 1711 0.124 Poncokusumo 1936 0.25 Tirtoyudo 1113 0.448 Gedangan

8 1936 0.266 Tirtoyudo 1628 0.11 Turen 1422 0.247 Ngajum 1775 0.434 Wajak

9 1867 0.261 Karangploso 1469 0.097 Ampelgading 1640 0.246 Dau 1494 0.426 Kalipare

10 1872 0.238 Poncokusumo 1374 0.097 Dau 1354 0.217 Tajinan 602 0.4 Lawang

R
a

n
k

in
g Centrality

Closeness Betweenness Degree Eigenvector
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centrality. This demonstrates how patients with the 

ID 552 become intermediary participants in the 

network that forms, connecting two enormous groups. 

Patients with ID 516 and ID 511 had the greatest 

scores for degree of centrality and eigenvector 

centrality. They were both from Kepanjen and had 

DF status when first diagnosed.  

Patients who have received the top ratings in 

previous months are similarly rated. Each one can be 

identified and used as preliminary analysis material 

by the Public Health Service to determine the next  

 

 
Figure. 9 Characteristics of patients with the highest 

centrality value based on gender 

steps in preventing the spread of DF disease. 

Descriptive information of patient characteristics 

with the highest ranking in region and month 

scenarios is displayed in Fig. 9, Fig. 10, Fig. 11, and 

Fig. 12. 

Fig. 9 depicts the characteristics of patients with 

a high centrality value as measured in terms of area 

and month. In terms of area, males are more dominant 

than females in patients with high centrality. The 

proportional difference is 33.34 percent. This 

disparity can be described as significant. However, it 

backs up claims from [43], but the reason for this has 

yet to be addressed. This patient was predominantly 

in the 20–60-year age range, which accounted for 

56.67 percent of the total. However, In the monthly 

analysis, patients with a large influence are more 

male, as seen in Fig. 9 month scenario, despite the 

difference being just 12.50 %. This backs up [43]'s 

claim that males make up a larger proportion of the 

population, despite being impossible to say that men 

are more dominant. There is no significant proportion 

between male and female DF patients since their 

characteristics are generally male and female.  

Following that comes the teenage age group in the 

Fig. 10 region scenario, which ranges from 11 to 19 

years old, with a 36.67 percent difference in 

proportion. It differs from [6], who claims that 

persons aged 60 to 69 had the highest risk of 

spreading the disease. However, he later noticed that 

the average age of patients is down in several nations, 

while the proportion of minors is increasing [6]. Then, 

in this investigation, exceptional patients in the older 

category were discovered. They are at the top of the 

list because they have significant ties with other 

patients and many of them. This condition suggests 

that people in their eighties and nineties are still at 

risk of contracting the disease. It can also infect 

 

 

Table 7. Highest-ranking patients on each centrality measure in each month 
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0.438

0.000

0.200
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0.800

Region Scenario Month Scenario

P
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Male Female

No_ID Value Area No_ID Value Area No_ID Value Area No_ID Value Area

January 516 0.396 Kepanjen 522 0.023 Kepanjen 516 0.346 Kepanjen 511 0.172 Kepanjen

February 479 0.412 Kepanjen 469 0.010 Kepanjen 479 0.386 Kepanjen 479 0.176 Kepanjen

March 200 0.362 Gondanglegi 440 0.011 Kepanjen 451 0.371 Kepanjen 245 0.167 Gondanglegi

April 435 0.250 Kepanjen 435 0.022 Kepanjen 96 0.231 Dau 646 0.281
Sumbermanjing

Wetan

May 425 0.243 Kepanjen 424 0.039 Kepanjen 427 0.235 Kepanjen 427 0.290 Kepanjen

June 703 0.243
Sumbermanjing

Wetan
417 0.034 Kepanjen 703 0.242

Sumbermanjing

Wetan
60 0.331 Dau

July 45 0.320 Dau 45 0.040 Dau 45 0.320 Dau 354 0.408 Pakisaji

August 415 0.234 Kepanjen 415 0.013 Kepanjen 415 0.227 Kepanjen 414 0.477 Kepanjen

September 365 0.563 Pakisaji 365 0.074 Pakisaji 365 0.563 Pakisaji 365 0.433 Pakisaji

October 413 0.298 Kepanjen 413 0.044 Kepanjen 413 0.286 Kepanjen 374 0.498 Pakisaji

November 410 0.399 Kepanjen 685 0.032
Sumbermanjing

Wetan
409 0.396 Kepanjen 409 0.255 Kepanjen

December 528 0.333 Kepanjen 11 0.027 Dau 400 0.333 Kepanjen 500 0.325 Kepanjen

Month

Centrality

Closenenss Betwenness Degree Eigenvector
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Figure. 10 Characteristics of patients with the highest centrality value based on age group 

 

 
Figure. 11 Characteristics of patients with the highest centrality value based on region scenario 

 

anyone in proximity. Besides, when considering age 

groupings in the month scenario, it becomes clear that 

patients with a significant monthly influence are 

usually children aged 2 to 10 years old. With the 

second proportion, the adult group aged 20-60 years, 

the disparity is enormous. This difference is 

approximately 25 %. It demonstrates that children 

aged 2 to 10 years can be contagious and infect other 

patients. The data in this age group support [6]’s 

statement that the average age of patients is declining 

while the proportion of children is growing in several 

countries. The age groups are discovered differently 

than in the regional scenario in the monthly scenario 

because the monthly scenario only uses case data 

from 2019. Furthermore, this data on the features of 

different sexes and age groups can provide further 

basic knowledge for future early warning systems 

development.  

The distribution of patients in Fig.11 showed that 

patients with the highest centrality scores were spread 

across several areas. The four areas with the highest 

scores are Ampel Gading, Bululawang, Dau, and 

Poncokusumo. It is distributed globally within a few 

years as a scenario region. In comparison, the spread 

of patients specifically for a certain period, such as 

the month scenario, is shown in Fig. 12. Based on Fig. 

12, patients with the highest-ranking require more 

monthly monitoring is usually found in the Kepanjen 

area. Following that are the areas of Dau, Pakisaji, 

Sumbermanjing Wetan, and Gondanglegi. There are 

DF cases in the Kepanjen region except for 

September, although it is not the rainy season. 
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Figure. 12 Characteristics of patients with the highest centrality value in each month based on month scenario 

 

5. Conclusion and future works 

In order to understand the distribution of patients 

and instances of dengue fever, this study combines 

information from the domains of health, computer 

science, and social network science. The discussion 

includes climatic and geographical characteristics of 

the location to make the analysis more realistic. 

Temperature, humidity, rainfall, and wind speed are 

all climatic elements. The elevation is one of the 

geographical elements. To visualize the distribution 

of patients, a combination of fuzzy C-means and 

social network analysis is recommended. Patients 

were clustered into three clusters depending on 

climate and elevation, with more patients spread out 

in clusters identical to the characteristics of lowland 

areas. Patients clustered with fuzzy C-means 

performed better than those clustered with K-means, 

complete hierarchical clustering, mean-shift 

clustering, and DBSCAN clustering. The relationship 

between patients is depicted in a graph utilizing the 

idea of social network analysis, which can exhibit 

characteristics that can subsequently be converted 

into information about patient distribution. Various 

centrality algorithms were used to identify patients 

who could be the center of disease spread in regional 

and month settings. According to the detection results, 

male patients have the largest impact on the network. 

There is a difference in the proportion difference 

between each sex by location and month in the 

analysis scenario. Because the data period used is 

different, this finding occurs. The same can be said 

for the findings of age group data. This disparity in 

information on the features of sex and age groups, on 

the other hand, can be used to supplement basic 

knowledge in order to establish an early warning 

system in the future. A more comprehensive 

information system could make it easier for health 

agencies to adjust their dengue preventive tactics as 

conditions change.  

This research can be expanded in the future by 

including other characteristics as precondition 

criteria involved in weighing patient interactions. 

Demographic and environmental variables are among 

them. This is conducted so that the information 

obtained is more detailed and accurate to the 

requirements. This data can then be utilized to plan 

and manage resources and form the basis of 

recommendations for preventing the spread of DF. 
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