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Abstract. The aim of this article was to compare the influence of the data pre-processing methods – normalization and standardization – on the results of 

the classification of spongy tissue images. Four hundred CT images of the spine (L1 vertebra) were used for the analysis. The images were obtained from 

fifty healthy patients and fifty patients with diagnosed with osteoporosis. The samples of tissue (50×50 pixels) were subjected to a texture analysis to obtain 
descriptors of features based on a histogram of grey levels, gradient, run length matrix, co-occurrence matrix, autoregressive model and wavelet 

transform. The obtained results were set in the importance ranking (from the most important to the least important), and the first fifty features were used 

for further experiments. These data were normalized and standardized and then classified using five different methods: naive Bayes classifier, support 
vector machine, multilayer perceptrons, random forest and classification via regression. The best results were obtained for standardized data and 

classified by using multilayer perceptrons. This algorithm allowed for obtaining high accuracy of classification at the level of 94.25%. 
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PORÓWNANIE WPŁYWU STANDARYZACJI I NORMALIZACJI DANYCH NA SKUTECZNOŚĆ 

KLASYFIKACJI TEKSTURY TKANKI GĄBCZASTEJ KRĘGOSŁUPA 

Streszczenie. Celem niniejszego artykułu było porównanie wpływu metod wstępnego przetwarzania danych - normalizacji i standaryzacji - na wyniki 

klasyfikacji obrazów tkanki gąbczastej. Do analiz wykorzystano czterysta obrazów tomografii komputerowej kręgosłupa (kręg L1). Obrazy pochodziły od 
pięćdzisięciu zdrowych pacjentów oraz pięćdziesięciu pacjentów ze zdiagnozowaną osteoporozą. Uzyskane próbki tkanki (50×50 pikseli) poddano analizie 

tekstury w wyniku czego otrzymano deskryptory cech oparte na histogramie poziomów szarości, macierzy gradientu, macierzy RL, macierzy zdarzeń, 

modelu autoregresji i transformacie falkowej. Otrzymane wyniki ustawiono w rankingu ważności (od najistotniejszej do najmniej ważnej), a pięćdziesiąt 
pierwszych cech wykorzystano do dalszych eksperymentów. Dane zostały poddane normalizacji oraz standaryzacji, a następnie klasyfikowane przy użyciu 

pięciu różnych metod: naiwny klasyfikator Bayesa, maszyna wektorów wspierających, wielowarstwowe perceptrony, las losowy oraz klasyfikacji poprzez 

regresje. Najlepsze wyniki uzyskano dla danych na których przeprowadzono standaryzacje i poddano klasyfikacji za pomocą wielowarstwowych 
perceptronów. Taki algorytm postępowania pozwolił na uzyskanie wysokiej skuteczności klasyfikacji na poziomie 94,25%.  
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Introduction 

Continuous technical development entails the development of 

medicine, which increases the effectiveness of diagnosing many 

diseases. Currently, medical imaging techniques, including 

computed tomography, play one of the main roles. The use of 

modern computed tomographs (CT) allows to obtain a 

monochrome image of the patient's body section in very good 

quality [1]. Depending on the needs, one can adjust the 

appropriate exposure parameters. Modern CT scanners are 

systems with intelligent X-ray dosing. During scanning, the 

system changes the lamp current parameters and significantly 

reduces them after passing through the areas requiring higher 

values (such as pelvis, shoulder girdle) [17]. The image from the 

CT scanner consists of the so-called voxels, which are the three-

dimensional equivalent of pixels in a two-dimensional image. In 

the images of individual layers of the examined organ, each pixel 

has its value determined in Hounsfield units, which correspond to 

the x-ray absorption coefficients [23].  

The key issue in computer image processing is clearly 

identifying the areas of interest (ROI) [23]. The right choice of 

such an area increases the chances of obtaining diagnostically 

effective results. A valuable source of information about the 

condition of the tissue being examined is the texture of the image 

[2,3]. This property may include image granularity, pattern 

orientation, homogeneity, local contrast, or average brightness 

level of a given image area. On this basis, it is possible to 

distinguish two images from each other, as well as designate areas 

in a given image that meet certain conditions. The image texture 

can be symbolically described by providing the values for the 

finite feature vector [21]. In order to characterize the texture 

mathematically, a number of parameters calculated based on the 

properties of the digital image were introduced. In the literature, 

the following types of parameters can be found to describe the 

texture: – statistical [8], – structural [8], – using signal processing 

techniques [12], – morphological ([11, 15, 17]). The high quality 

of CT images positively affects the possibilities of interpreting the 

texture of the areas of interest to us. This allows classification and 

segmentation, among others, in liver images [5, 13], detection of 

lung diseases [24] and evaluation of the effectiveness of 

chemotherapy in rectal cancer, classification of brain tumors and 

gastrointestinal cancers [22]. 

The image texture analysis methods combined with 

appropriate pre-processing and classification algorithms have 

found wide application in the diagnosis of internal organ diseases 

imaged by various methods. Examples of such applications 

include the diagnosis of benign and malignant microcalcifications 

on mammographic images of the breast (X rays) [10], 

classification of atherosclerotic plaques in coronary arteries 

(endovascular ultrasound) [22], identification of malignant brain 

tumor types (magnetic resonance imaging) [25], detection of focal 

lesions in the liver (computed tomography) [6] and identification 

of Hashimoto's disease (intravascular ultrasound) [18, 19]. 

Due to the high efficiency of the use of texture analysis in the 

tissue diagnostic process, an attempt was made to use this method 

in the detection of osteoporosis [7, 16, 20]. Osteoporosis is a 

skeletal disease which leads to bone fractures that can occur even 

after a minor injury. Most often they relate to the spine, but they 

can also occur in other locations. Excessive bone susceptibility to 

osteoporosis damage results from a decrease in bone mineral 

density and disturbances in its structure and quality. Osteoporosis 

is often asymptomatic. Only the fractures of the vertebral bodies 

often cause chronic back pain syndrome that prevents normal 

functioning [4]. Therefore, it is important to regularly monitor the 

condition of bone tissue. A standard procedure in the diagnosis of 

osteoporosis is densitometry, which is used to assess the bone 

mineral density. The test result is expressed by means of 

indicators comparing the bone density of the examined person 

with the bone density of young healthy persons (T-score) and 

peers (Z-score) [14]. However, this does not allow for accurately 

determining the area of the tissue in which the defects occur, 

which is possible in the case of analyzing the texture of specific 

areas. 



p-ISSN 2083-0157, e-ISSN 2391-6761      IAPGOŚ 3/2019      67 

The following article presents the use of spongy tissue texture 

analysis on the diagnosis of osteoporosis and the impact of data 

pre-processing – normalization and standardization – on the 

results of tissue classification.  

1. Material 

The CT scans of spine from a hundred patients were used 

to conduct the experiment. Each patient was examined on a GE 

32-row tomograph in the standard L-S spine examination protocol. 

Fifty of them belonged to the control group, without diagnosis 

of osteoporosis and osteopenia. The same number of patients was 

also found in the group diagnosed as having osteoporosis. Four 

samples were obtained from each patient, and therefore four 

hundred spongy tissue images were used in the study. 

 

Fig. 1. Image of the spine in three planes 

The samples representing the spongy tissue of the spine were 

selected from the image of the cross-section of the L1 vertebra in 

its central part. The sample size was adjusted to obtain the 

maximum possible tissue area. As a result of using this approach, 

50×50 pixel samples were obtained. 

 

 

Fig. 2. Selection of tissue sample area. 

2. Method 

The tissue samples obtained from the images were subjected 

to texture analysis. As a result, 290 features described by specific 

numerical values were obtained. Due to the large divergence of 

numerical intervals and the need to compare them with each other, 

the pre-processing operations, i.e. normalization and data 

standardization, were performed. On the basis of the obtained 

results, five types of classifiers were built and their effectiveness 

evaluated by using five parameters commonly used in descriptions 

of medical experiments. 

2.1. Texture analysis 

Image analysis was carried out with the MaZda program 

(version 4.6) [26]. This program allows to analyse the grey 

cardboard images and determine the numerical values of image 

features. The set of features has been obtained on the basis of 

histogram (9 features: histogram’s mean, histogram’s variance, 

histogram’s skewness, histogram’s kurtosis, percentiles 1%, 10%, 

50%, 90% and 99%), gradient (5 features: absolute gradient mean, 

absolute gradient variance, absolute gradient skewness, absolute 

gradient kurtosis, percentage of pixels with nonzero gradient), run 

length matrix (5 features × 4 various directions: run length 

nonuniformity, grey level nonuniformity, long run emphasis, short 

run emphasis, fraction of image in runs), co-occurrence matrix (11 

features × 4 various directions × 5 between-pixels distances: 

angular second moment, contrast, correlation, sum of squares, 

inverse difference moment, sum average, sum variance, sum 

entropy, entropy, difference variance, difference entropy), 

autoregressive model (5 features: parameters 1, 2, 3, 4, 

standard deviation) and Haar wavelet (24 features: wavelet energy 

– the features are computed at 6 scales within 4 frequency bands 

LL, LH, HL, and HH) [26]. 

2.2. Distribution of significance of features 

In the research, 290 features were obtained for each sample. 

Among them, the features with constant values for each sample 

were eliminated and 267 features remained after reduction. They 

are ranked in the ranking of the importance of features from the 

most to the least important. Fifty features occupying subsequent, 

initial places in the ranking were used for further experiments.  

. 
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a)  

b)  

Fig. 3. Visualization of the distribution of values of features a – first in the ranking, b 

– last in the ranking 

2.3. Normalization 

Data normalization is the scaling of original data (e.g. input 

data) to a small specific range. This method performs a linear 

transformation of the original data usually to the interval [0,1] 

according to the formula: 

 

    
     

       
 (             )         

 

where [min, max] is the range in which the input data falls, while 

[new_min, new_max] is the new range of data [9]. 

As a result of the transformation, the range of the first feature 

in the ranking (209) changed from 29.9 to 107, 35 to a range from 

0 to 1. 

 

Fig. 4. Visualization of the distribution of feature values after normalization 

2.4. Standardization 

Standardization is the central preprocessing step in data 

mining, to standardize the values of features or attributes from 

different dynamic range into a specific range [9] 

Standardization is a type of normalization of a random 

variable, as a result of which the variable obtains the average 

expected value 0 and standard deviation 1 [9]. This operation is 

performed according to the Z test formula: 

 

   
   

 
 

where: 

   – observed variable value,  

  – expected value, average,  

  – standard deviation. 

One important restriction of the Z-score standardization is that it 

must be applied in global standardization [9]. 

As a result of standardization, the range of values for the first 

feature in the ranking (209) changed from 29.9 to 107, 35 to a 

range from -2.08 to 3.39.  

 

Fig. 4. Visualization of the distribution of feature values after standardization 

2.5. Classification 

Five types of classifiers were built based on the data obtained 

in the normalization and standardization process: 

 Naive Bayes classifier (NBC),  

 Support Vector Machine (SVM),  

 Multilayer Perceptron (MP),  

 Random Forest (RF) , 

 Classification via regression. 

 

In order to assess the accuracy of classifiers, the following 

were used: general classification accuracy (ACC), true positive 

rate (TPR), true negative rate (TNR), positive predictive value 

(PPV) and negative predictive value (NPV). 

3. Results 

The obtained classification results (presented in the tables 

below) allow to clearly determine the effectiveness of the 

classifiers depending on the type of pre-processing that were used.  

 Support Vector Machine turned out to be the most effective 

classifier for the data after normalization. It obtained the highest 

values of all indicators used to assess the effectiveness of 

classifiers. The ACC value was 88.5%. Other TPR and PPV 

parameters reached 86.5%, TNR and NPV 90,5%. Similar results 

were achieved for the Naive Bayes classifier. They only differed 

in the ACC value, which in this case amounted to 88.25% and was 

0,25% lower than in the case of Support Vector Machine. Random 

Forest turned out to be the least least effective classifier. The ACC 

value here was 86.25 and was 2.25% lower than the highest. 

Moreover, for the remaining parameters, Random Forest showed 

the lowest values. TPR and PPV obtained 84.5%, TNR and NPV 

88.0%.  

Table 1. Classification results after data normalization 

Classifier ACC TPR TNR PPV NPV 

NaiveBayes 88.25 86.5 90.0 86.5 90.0 

SVM 88.50 86.5 90.5 86.5 90.5 

Multilayer 

Perceptron 
88.00 85.5 90.5 85.5 90.5 

Random Forest 86.25 84.5 88.0 84.5 88.0 

Classification Via 

Regression 
87.75 85.0 90.5 85.0 90.5 
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Multilayer Perceptron turned out to be the best classification 

method for standardized data. The highest values for ACC = 

94.25% as well as TPR and PPV equal to 95.5% were obtained for 

this classifier. For TNR and NPV, the values were 1% lower than 

for Support Vector Machine and Classification via Regression, 

which were equal to 94%. Naive Bayes turned out to be the least 

effective classifier, achieving an accurance of 87.25%. Other 

parameters were also the lowest among those obtained and 

amounted to 86.0% for TPR and PPV and 88.5% for TNR and 

NPV. 

Table 2. Classification results after data standardization 

Classifier ACC TPR TNR PPV NPV 

NaiveBayes 87.25 86.0 88.5 86.0 88.5 

SVM 93.75 93.5 94.0 93.5 94.0 

Multilayer 

Perceptron 
94.25 95.5 93.0 95.5 93.0 

Random Forest 91.00 91.5 90.5 91.5 90.5 

Classification Via 

Regression 
91.50 89.0 94.0 89.0 94.0 

4. Conclusions 

The results presented above clearly indicate the higher 

efficiency of classification of standardized data. The accuracy of 

results is 5.75% better, which is a significant difference in 

diagnostic tests. Moreover, other parameters are much higher in 

the case of the data after standardization – TPR and PPV by 9% 

and TNR and NPV by 3.5% from the highest values.  

The above-mentioned results clearly indicate the best 

algorithm for data analysis which is their standardization and then 

the use of the Multilayer Perceptron classifier. The classification 

results obtained in this way allow obtaining a relatively high 

accuracy of 94.25%. In terms of medical diagnostics, the result is 

the basis for using this method in creating automatic image 

analysis systems. 
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