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Abstract: Since digital images have become an essential part in information systems and many other scientific 

applications, and due to the importance of some of these images in terms of the importance of the information they 

contain, there have been some problems in terms of the inability to determine the object in the image accurately or 

directly from the raw image. Because of the occurrence of errors affecting the process of transferring or taking these 

pictures, or there is a percentage of lack of clarity that leads to the loss of a part of the information, and this has led 

to the development and use of algorithms and methods that facilitate the process of detecting the edges of objects in 

the image and working to determine the spatial characteristics that are difficult to distinguish in sometimes. In this 

research, edge detection techniques and methods that depend on computational intelligence, and which are based in 

their work on biological content inspired by nature are presented. Two swarm intelligence methods represented by 

the beetle optimization method BSO and the butterfly optimization method BFM for conducting the edge detection 

process were presented in the images. In addition to developing a powerful edge detector based on the beetle and 

butterfly algorithms by improving the performance of the butterfly algorithm by choosing optimal values for its 

parameters that play an important role in finding the optimal solution. This was done by hybridizing it with the 

beetle algorithm that provides the butterfly algorithm with the best values for its parameters. The hybridization 

process was done in the first stage of the butterfly method, which is the initialization stage, this method called Beetle 

Butterfly Method BSO-BFM. All edge images that obtained using different swarm intelligence techniques of 

proposed system were compared by the reference edge image (ground truth) to ensure the performance, and accuracy 

of all methods used in the research, using mean square error MSE and root mean square error RMSE measurements 

as well as peak signal to noise ratio PSNR. From the results it turns out that the proposed hybrid method BSO-BFM 

is the best of all, this was evident through the values of the measures used here, as this method had the best values 

for the MSE measure, where its values ranged between 0.023375 - 0.466766, and the RMSE measure, where the best 

values were obtained in this method, which is between 0.152889 - 0.216048, and also for the PSNR measure, which 

ranges between 61.4398 - 64.443273. 
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1. Introduction 

Edge detection processes are defined as the 

process of identifying spatial characteristics that are 

difficult to distinguish in some cases directly from 

raw images for the purpose of extracting formal 

compositions. The process of detecting edges is one 

of the basic steps in understanding and analyzing the 

image [1, 2]. The vision based on distinguish objects 

begins with extracting local and general 

characteristics from the image of an object [3]. The 

edges are a characteristic inferred from object 

recognition systems, and the edge can be defined as 

changes or discontinuities in the intensity of the 

adjacent image cells in an image [4]. As these 

discontinuities "gaps" may occur due to differences 

in depth, changes in the nature of the surface of 

objects, differences in texture, changes in reflective 

properties, changes in lighting or color, or due to the 

formation of shadows that represent shapes and 

characteristics important to the image analysis [5]. 

Edge detection represents one of the basic methods 

in image processing and computer vision, these 

methods detect those discontinuities and changes in 

intensity of edges in images by looking on the 
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relationship of each picture cell with its neighbors, 

and converting it into edges of image of the edge 

map, which is in the format binary, where the 

picture cells that are an edge with the value "one" 

are represented in white, and the picture cell that 

does not represent an edge with the value "zero" is 

represented in black [6]. The edge image resulting 

from edge detection algorithms is of great 

importance in computer vision systems, because the 

edges represent important information about the 

objects in the image, its type and location, and help 

explain the phenomena that form them. Therefore, 

these algorithms must be efficient and reliable, 

because their accuracy and effectiveness depend on 

them in the subsequent processing stages that 

depend on edges such as pattern recognition, image 

segmentation, and others [7].  

Edge detection is a well-known and widely used 

technology in digital image processing. Where the 

edges represent important information about the 

nature of the images in the various fields used in 

them and through the difference in the 

characteristics of color intensity, color, texture or 

shadows, as well as the difference in the 

characteristics of the intensity of light during the 

image acquisition process, which is of great 

importance in aerial photographs, The low contrast 

shows little differences between the values of the 

image cells [8]. Therefore, good methods of 

detecting edges are a valuable tool that must be 

included in the methods of interpretation. There are 

a large number of image processing applications 

such as image matching, image segmentation, object 

marking, zoning, and others. Edge detection is used 

as a pre-processing for the purpose of extracting 

characteristics. Edges are used as an inference to 

"assess" movement and changes in successive 

images. Edge detection algorithms reduce image 

data to show edges only, and they describe the edges 

image in binary format, which reduces memory size 

and increases the speed of subsequent edges-

dependent processing stages [9]. 

The intelligence of the SI, which is a branch of 

artificial intelligence, means the design of multi 

agent intelligent systems by drawing inspiration 

from the behavior collective of the insect 

community such as bees, ants, wasps, termites, and 

other societies of animal, flocks of fish and birds 

flocks [10, 11]. Swarm intelligence describes the 

ability of groups of animals and insects to exhibit 

highly regular behaviors to solve complex problems 

that allow the group as a whole to accomplish tasks 

that exceed the ability of the single individual 

forming the group [12, 13]. This natural 

phenomenon is the inspiring factor for swarm 

intelligence systems, a class of algorithms that use 

and leverage naturally occurring swarm models and 

templates to solve computational problems [14, 15]. 

Swarm intelligence and theory provide scope for 

detecting edges in images using different swarm 

techniques [16]. The most common method of 

improving an ant colony is to detect edges in various 

images. The ant colony algorithm focuses on a 

random building process that produces a solution 

probabilistically, through solving iteratively [17]. 

Here in this research, two intelligent algorithms 

were used in determining the edges in images, 

where two new methods of swarm intelligence were 

used in determining the edges with images, which 

are the beetle optimization method and the butterfly 

optimization method, and the two methods gave 

satisfactory results in determining the edges with 

images. In addition, the two methods were 

hybridized to improve performance by making an 

overlap between the two methods after knowing 

their behavior and strengths and overcoming their 

weaknesses. The beetle algorithm was used in the 

first stage of the butterfly method, which represents 

the initialization stage. By obtaining values for the 

variables of the butterfly method by adopting the 

beetle method, this overlap and hybridization gave 

distinct results in determining the edges with various 

images. 

The research organization is as follows: The first 

section includes the introduction to the topic of the 

research, the second section includes previous works 

related to the topic, while the third section explains 

the method for optimizing the beetle, and the fourth 

section provides in detail the butterfly method, while 

the fifth section includes the proposed method for 

detecting the edges, which is hybridization between 

the beetle and butterfly methods, and the sixth 

section includes the proposed system. The 

experimental results are explained in detail in the 

seventh section, and in the final section the 

conclusions are written. 

2. Previous works 

Researchers Naveen Dagar and Pawan Dahiya 

presented a proposed methodology of edge detection 

based on Binary Particle Swarm Optimization that 

reduces the value of multiobjective fitness. This 

fitness value was formulated from five factors of 

cost as weighted sum, then all factors are associated 

by four edge validation techniques. The method that 

proposed was tested on a different set of images, and 

then compared with the classical methods in 

addition to the computational intelligent methods 

according to genetic algorithm GA and ant colony 
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algorithm ACO. The proposed method outperformed 

all of these methods [9]. Researchers Alaa Eleyan 

and Muhammad Anwar presented a new method for 

detecting edges, and in the pre-processing stage, a 

discrete wavelet transfer (DWT) was used on the 

image whose edges were to be exposed, and to 

create sub-band images. And then apply Particle 

Swarm Optimization (PSO) to every one of the sub-

band images. The processed image containing the 

detected edges is obtained by reconstructing the 

subband images using inverse transform. The work 

of the proposed method was evaluated on a set of 

images and the results were compared with the 

traditional methods by calculating the Peak Signal to 

Noise Ratio PSNR and Root Mean Square Error 

RMSE measures, and it became clear that the new 

method is better than other edge detection methods 

[7]. Where the RMSE values ranged between 0.39 - 

0.77, and the PSNR values for these methods ranged 

between 50.69 - 53.70. While in our research of the 

proposed methods (beetle BSO, butterfly BFM, 

Hybrid method BSO-BFM) for determining and 

detecting the edges of the images, the RMSE values 

ranged between 0.023375 - 0.101380, and the PSNR 

values ranged between 58.071293 - 64.443273, as it 

was found that our research methods were the best 

in their results. 

A new objective function has been proposed by 

N. Dagar and P. Dahiya based on the optimization 

of an distinct particle swarm. This is to define the 

edges of the uncut image. This is done by creating a 

probability scale for the curve to be an edge. The 

proposed method was examined on eight images, 

and then compared this method with different 

techniques of edge detection, such as GA, canny, 

ACO and PSO, where the new algorithm gave a 

better result compared to other methods [18].  

Researcher Dominik Weikert introduced an 

algorithm inspired by particle swarm optimization to 

define object contours in two dimensional 

environments. The particles search for the edge of 

the object within the image and then travel along its 

contour using the latest information they have about 

the locations inside and outside the object. With a 

robotic swarm, this could enable a robotic swarm to 

collectively define the boundaries of objects in the 

environment using internal sensors without the need 

for additional new imaging techniques. The 

experiments conducted have shown that the 

algorithm is working and promising results [19]. 

In this work, the butterfly algorithm was used, as 

well as the beetle algorithm, in addition to the fact 

that they were hybridized after studying their 

behavior, as these two algorithms are distinguished 

by their ability to reach the optimal solution, and 

overcome many of the obstacles found in the rest of 

the other swarm intelligence algorithms. As shown 

in the previous works mentioned, it was reached to 

define the edges well, but not ideally, since most of 

the methods used in the previous works, despite 

their strength, but during the work they fall in local 

solutions. Therefore, within our research, we 

decided to choose the best swarm intelligence 

algorithms that suit the application of edge 

identification because of their sensitivity with their 

parameters, where when choosing good values, 

optimal solutions were reached. As a result of 

merging and hybridizing between these two 

algorithms, the best results were reached, which 

were shown from the results of the measures used. 

3. The proposed system 

Edge detection processes are the process of 

identifying spatial features that are difficult to 

distinguish in some cases directly from raw images 

for the purpose of extracting formalism 

compositions. The process of detecting edges is one 

of the basic steps in understanding and analyzing the 

image. The edge detection process often includes the 

processes of identifying and isolating the edges of a 

digital image using digital image processing 

algorithms and methods. 

Here in this research an efficient system was 

proposed to perform the edge detection process in 

various images, where two intelligent swarm 

algorithms were used to identify the edges in images, 

and this was done by using two new methods of 

swarm intelligence methods in determining the 

edges with images, which are the beetle 

optimization method and the butterfly optimization 

method and gave the two methods Satisfactory 

results in determining the edges in images, by 

calculating several performance measures of the 

resulting image, which are RMSE, PSNR, and MSE 

as shown in the Fig. 1. 

In addition, the two methods were hybridized to 

improve performance by making an overlap between 

the two methods after knowing their behavior and 

their strengths. The beetle algorithm was used in the 

first stage of the butterfly algorithm, which 

represents the initialization stage. By obtaining 

values for the variables of the butterfly method by 

adopting the beetle method, this overlap and 

hybridization gave distinct results in identifying the 

edges with various images, which is clearly evident 

from the image results obtained using the proposed 

method and also from the values of the calculated 

measures to measure the performance of the method, 

that shown in tables. 
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Figure. 1 Steps of proposed system 

 

4. Beetle optimization method 

The work of this algorithm is similar to the work 

of the particle algorithm where the beetles share 

information, but the direction and distance of the 

beetles are determined by the values of the velocity 

and the intensity of the information captured by the 

antennas of the beetles. Each beetle represents a 

possible solution to the problem, and each beetle has 

a fitness value determined by the fitness function 

[20]. This algorithm initially, initializes a set of 

random solutions, and then with every step or 

iteration the beetle updates its location depending on 

its search mechanism that the beetle has, with the 

best solution currently available. When these two 

parts are linked, it not only speeds up the 

implementation of population's steps, but also 

reduces the likelihood of members of the population 

falling into local sites [21, 22]. The speed of the 

beetle is updated or modified by the direction of 

movement of the beetle which approaches the 

individual extremity in addition to the direction of 

the movement of the Beetle Swarm Optimization 

BSO which approaches the global maximum value.  

Updating the beetle's position is not only determined 

by updating its speed, but also by the strength of the 

information detected by its antennas [23]. The work 

of the algorithm is illustrated by the following 

equations [21]: 

 

𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝑖𝑠
𝑖𝑡+1 = 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝑖𝑠

𝑖𝑡 + 𝛾velocity𝑖𝑠
𝑖𝑡 + 

(1− 𝛾)𝜇𝑖𝑠
𝑖𝑡 (1) 

 

𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦𝑖𝑠
𝑖𝑡+1 = 𝜔𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦𝑖𝑠

𝑖𝑡 + 

𝑐𝑜1𝑟𝑎𝑛𝑑1(𝑝𝑜𝑠𝑖𝑠
𝑖𝑡 − 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝑖𝑠

𝑖𝑡  ) + 

𝑐𝑜2𝑟𝑎𝑛𝑑2(𝑝𝑜𝑠𝑔𝑠
𝑖𝑡 − 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝑔𝑠

𝑖𝑡 )           (2) 

 

𝜇𝑖𝑠
𝑖𝑡+1 = 𝛿𝑖𝑡 × 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦𝑖𝑠

𝑖𝑡 × 

𝑠𝑖𝑔𝑛(𝑓(𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝑟𝑠
𝑖𝑡 ) − 𝑓(𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝑙𝑠

𝑖𝑡))        (3) 

 

𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝑟𝑠
𝑖𝑡+1 = 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝑟𝑠

𝑖𝑡 + 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦𝑖𝑠
𝑖𝑡 ×

�⃗�

2
    (4) 

𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝑙𝑠
𝑖𝑡+1 = 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝑙𝑠

𝑖𝑡 − 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦𝑖𝑠
𝑖𝑡 ×

�⃗�

2
  (5) 

 

Where it represent iteration time, 𝜔  are inertia 

weight and  are loosening factor,  rand1 and rand2 

are random value between 0 and 1 , co1 and co2 are 

parameters that index to the impact degree of global 

and individual extremes on the beetle.  represent 

length of beetle's searching step, 𝑑  is the possible 

distance to be detected by the antennas of the beetle.  

𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝑙𝑠 and   𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝑟𝑠  are the left and right 

positions of beetle's antennae that detected. And 

finally 𝑝𝑜𝑠𝑖𝑠  are Individual extreme and 𝑝𝑜𝑠𝑔𝑠  are 

global extreme, velocity is beetle’s velocity[20]. To 

find and detect the edges within the image, 

contiguous pixels are used in  calculating the value 

of the new light intensity of the center of the 

selected window[24]. 

Here in this research, the neighbors of the 

selected pixel was used to find the edges of the 

image data, as the new value of the gray level 

(center pixel) was calculated for eight contiguous 

points around center pixel in four directions, and 

this value fit became the value of the fitness of the 

beetle, which facilitates obtaining the optimal 

solution to detect the edges compared to traditional 

methods. As shown by the following equation: 

 

𝑓𝑖𝑡 = |𝐼𝑚𝑖−1,𝑗 − 𝐼𝑚𝑖,𝑗| + |𝐼𝑚𝑖+1,𝑗 − 𝐼𝑚𝑖,𝑗| + 

|𝐼𝑚𝑖,𝑗−1 − 𝐼𝑚𝑖,𝑗| + |𝐼𝑚𝑖,𝑗+1 − 𝐼𝑚𝑖,𝑗| + 

|𝐼𝑚𝑖−1,𝑗−1 − 𝐼𝑚𝑖,𝑗| + |𝐼𝑚𝑖−1,𝑗+1 − 𝐼𝑚𝑖,𝑗| + 

|𝐼𝑚𝑖+1,𝑗−1 − 𝐼𝑚𝑖,𝑗| + |𝐼𝑚𝑖+1,𝑗+1 − 𝐼𝑚𝑖,𝑗|      (6) 

 

Where Imi,j represent the center pixel at position 

i,j within gray level image Im.  

After initialize the position and velocity of 

beetles randomly, then calculate the value of fitness 

of each beetle that depend on both left and right 

position of it, by using current position to 𝑝𝑜𝑠𝑖𝑠 are 

Individual extreme and 𝑝𝑜𝑠𝑔𝑠  are global extreme. 

The new value of the pixel that selected, is the 

Original image 

(graylevel&color) 

Select the window of 

neighborhoods of the 

pixel to know whether it 

is an edge or not 

Apply swarm methods: 

BSO, BFM, Hybird 

method BSO-BFM 

Edge image 
standard image 

(ground truth) 

Compare  Measurements

: MSE, 

RMSE, PSNR 
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optimal solution that obtained, to detect this is edge 

or not. 

5. Butterfly optimization method 

The Butterfly Optimization algorithm relies on 

models of butterfly biological behavior to find food 

sources and mate [25]. In nature, butterflies use their 

senses to find food, the most important senses are 

the smell that helps the butterfly to accomplish this 

work, as the butterfly generates the fragrance and its 

percentage is according to its fitness and this 

depends on the butterfly's movement from one 

location to another [26]. This method has three main 

stages since all butterflies are supposed to emit some 

fragrance, causing the butterflies to be attracted to 

each other. Each butterfly will move randomly or 

move towards the best butterfly (which emits more 

scent) and finally, the landscape greatly influences 

the search field on the level of stimulation intensity 

of each butterfly [26]. These principles are 

embodied in three main stages for this algorithm: the 

initialization stage, the iteration stage, and the final 

stage. Where all the algorithm parameters are 

initialized, then the search phase is carried out in an 

iterative manner, and finally the optimal solution is 

obtained [27]. 

In the preparation stage, the algorithm is 

equipped with the important parameters of 

determining the objective function that represents 

the perceived size of the fragrance, i.e. the extent of 

the strength of the butterflies' perception of the 

fragrance depending on the value of the stimulus 

intensity of the fragrance and in turn depends on the 

sensitivity modality (sensory) in addition to the 

power exponent based on the nature of the sensory 

modality which is determined or calculated the 

variation in the degree of absorption. The objective 

function is represented by the following equation 

[25]:  

 

𝑓𝑟𝑎𝑔 = 𝑚 𝑆𝐼𝑝                         (7) 

 

Where m : represent sensory modality  the value 

between (0-1), SI : stimulus intensity and p power 

exponent between (0-∞). 

An initial group of butterflies is created, i.e. a 

primary community whose number does not change 

over the length of the implementation of the 

algorithm, and random locations for the butterflies 

are chosen at the beginning of the work, and after 

determining all these parameters, the initialization 

phase ends and moves to the second phase of the 

algorithm’s work, which is the iteration phase where 

the algorithm is executed. With a number of 

iterations, the butterflies move in the solution area, 

meaning they change their locations. Then find the 

best solution by following global search and local 

search, and the decision is made based on the 

probability value of the butterfly’s behavior towards 

local search or global search. And as shown by the 

following equations. Finally, when the best solutions 

are obtained, the algorithm ends [28]. 

 

for global search 

𝑃𝑜𝑠𝑖
𝑖𝑡+1 =  𝑃𝑜𝑠𝑖

𝑖𝑡 + (𝑟𝑛2 × 𝑏𝑒𝑠𝑡𝑠𝑜𝑙∗ − 𝑃𝑜𝑠𝑖
𝑖𝑡) × 

𝑓𝑟𝑎𝑔𝑖 (8) 

 

for local search 

𝑃𝑜𝑠𝑖
𝑖𝑡+1 =  𝑃𝑜𝑠𝑖

𝑖𝑡 + (𝑟𝑛2 ×  𝑃𝑜𝑠𝑗
𝑖𝑡 − 𝑃𝑜𝑠𝑘

𝑖𝑡) × 

𝑓𝑟𝑎𝑔𝑖 (9) 

 

Where it+1 and it represent the current and 

update state of position, bestsol* is the best solution 

in the space search, while Posj and Posk are two 

butterflies from population which selected randomly. 

Finally rn are random number from (0-1) [28]. The 

process of determining the edges of the images 

depends mainly on the principle of adjacent to the 

pixels, where a window consisting of a group of 

pixels is determined and the edge value of which 

depends on the values of the image intensity [17, 24]. 

In this research, the contiguousness of the selected 

light point (pixel) was used to calculate or find the 

edges of the image data, as the new value of the gray 

scale (center pixel) was calculated for eight 

contiguous points, and this value became the value 

of the stimulus intensity of the fragrance of the 

butterfly, which facilitates obtaining the optimal 

solution to detect the edges compared to traditional 

methods. As shown by the following equation: 

 

𝑆𝐼 = |𝐼𝑔𝑖−1,𝑗 − 𝐼𝑔𝑖,𝑗| + |𝐼𝑔𝑖+1,𝑗 − 𝐼𝑔𝑖,𝑗| + 

|𝐼𝑔𝑖,𝑗−1 − 𝐼𝑔𝑖,𝑗| + |𝐼𝑔𝑖,𝑗+1 − 𝐼𝑔𝑖,𝑗| + 

|𝐼𝑔𝑖−1,𝑗−1 − 𝐼𝑔𝑖,𝑗| + |𝐼𝑔𝑖−1,𝑗+1 − 𝐼𝑔𝑖,𝑗| + 

|𝐼𝑔𝑖+1,𝑗−1 − 𝐼𝑔𝑖,𝑗| + |𝐼𝑔𝑖+1,𝑗+1 − 𝐼𝑔𝑖,𝑗|      (10) 

 

Where Igi,j represent the center pixel at position 

i,j within gray level image Ig. Here in this research 

when implementing this algorithm on gray level and 

color images, the results were excellent and better 

than the beetle method. 

The process of determining the edges of the 

images depends mainly on the principle of adjacent 

to the pixels, where a window consisting of a group 

of pixels is determined and the edge is found whose 

value depends on the values of the image intensity. 

When implementing this algorithm butterfly 
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optimization method BFM on gray level and color 

images, the results were excellent and better than the 

beetle algorithm BSO. 

6. Beetle Butterfly Method BSO-BFM 

proposed to edges detection 

The beetle algorithm is similar in its work to the 

particle swarm algorithm, as it works on the same 

principle and that when calculating the velocity of 

the beetle's movement from one location to another, 

there are variables (parameters) within its equation 

co1, co2. These variables have a role in the velocity 

balance that directly affects the new location that the 

beetle will take, when It has the effect of 

determining the direction of movement of the beetle 

which approaches the individual extremes as well as 

the direction of the BSO movement which 

approaches the global maximum value. So these 

variables play an important role in determining the 

new sites that the beetle will take to reach the 

optimal solution. 

The butterfly algorithm depends in its work on 

the principle of the ant algorithm, which in turn 

relies on the pheromone substance secreted by the 

ant to determine the correct path to reach the best 

solution. With this principle, the butterfly algorithm 

also works to reach the optimal solution by adopting 

the fragrance, and that the variables present with the 

intensity of stimulation of the butterfly have a role 

in determining the optimal path to reach the best 

solutions. 

Therefore, the focus here in this research is to 

find the best values for the sensitivity modality 

(sensory) m in addition to the power of the exponent 

p on the basis of the nature of the sensory modality 

that determines or calculates the variance in the 

degree of absorption, as these two values are 

multiplied by the intensity of the stimulus, thus 

resulting in the strength of the butterflies' perception 

of the fragrance, which in turn enters In the 

calculation of the local and global locations of the 

butterfly. Which leads to speeding up the process of 

reaching the best solution. 

Where the beetle algorithm was used in the first 

stage of the butterfly method represented by the 

initialization stage to find the best values for the 

parameters of the butterfly algorithm that shown in 

the following equation:  

 

𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦𝑖𝑠
𝑖𝑡+1 = 𝜔𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦𝑖𝑠

𝑖𝑡 +  𝑚𝐵 𝑟𝑎𝑛𝑑1(𝑝𝑜𝑠𝑖𝑠
𝑖𝑡 −

𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝑖𝑠
𝑖𝑡) + 𝑝𝐵 𝑟𝑎𝑛𝑑2(𝑝𝑜𝑠𝑔𝑠

𝑖𝑡 − 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝑔𝑠
𝑖𝑡 ) (11) 

 

Because when setting the parameters of the 

butterfly algorithm, the best solutions are reached 

with this algorithm and not moving away from the 

solution by using the following objective function: 

 

𝑓𝑟𝑎𝑔 = 𝑚𝐵 𝑆𝐼𝑝𝐵                    (12) 

 

Where here in this research the best values for 

the sensitivity modality as well as the power of the 

exponent were found, which play a very important 

role in the balance of the butterfly algorithm and 

give the best results. This was shown when applied 

BSO-BFM to the same images used in the research 

by using the beetle method and the butterfly method, 

where the best results were obtained using the 

hybrid method that gave the best values for the 

quality measures of the method represented by MSE 

RMSE PSNR as shown in the tables. Fig. 2 show 

flowchart of proposed method. 

7. Experimental results 

In this research, three intelligent swarm 

techniques are used that are efficient in conducting 

the edge detection process in various images, 

depending on the neighbors to decide whether the 

pixels are an edge or not. Where, at first, the beetle 

optimization method was used in the process of 

determining the edges of the image, which gave 

satisfactory results, as the principle of neighbors was 

used in determining the objective function of the 

algorithm in order to obtain the optimal solution in 

the fastest time and the fewest iterations. Then the 

butterfly optimization method was used for the same 

purpose, which is edge detection, and this method 

was better than the first method for edge detection. 

From the study of the behavior of these two methods, 

a hybrid method was proposed from the two above 

mentioned methods, where the first stage of the 

butterfly method was hybridized by using the beetle 

optimization method to obtain the important 

parameters in decision-making in the butterfly 

algorithm, which led to the improvement of the 

performance of the proposed method, as its results 

were better than The previous two methods. 

The research methods were applied to the 

images used by many researchers to demonstrate 

and prove the efficiency of the methods used here. 

Where in the beginning the first method applied, the 

beetle optimization method in conducting the edge 

detection process on many images, including the 

first image (Lena image), and the results were 

satisfactory using the beetle method BSO where the 

measurements values of the performance of the 

method represented by the MSE measure were 

0.046873 and the RMSE value is 0.216501. The 

PSNR value was equal to 61.421608. As for the  
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Figure. 2 The flowchart of the proposed method BSO-BFM 

 

 
(a) 

 
(b) 

  
(c) 

 
(d) (e) 

 
(f) 

Figure. 3 Results of all methods for Lena image: (a) 

original image, (b) standard image (ground truth), (c) 

Sobel method, (d) BSO method, (e) BFM method, and (f) 

Hybird method BSO-BFM 

 

butterfly method BFM, the performance improved 

and the measurements values were better, as the 

MSE value decreased and became 0.037450, as well 

as the RMSE value became better 0.193521, and 

finally the PSNR measure was 62.396241, and when 

applying the proposed algorithm BSO-BFM the 

results were the best of all, where the values of the 

measurements are as follows: MSE: 0.029442 and 

the RMSE value: 0.171586, the PSNR value: 

63.441142, which is the best of all. Also, the 

research methods represented by the swarm 

intelligence algorithms were compared to the 

traditional methods, where the edges of this image 

were detected using sobel, and the values of the 

measurements were in this method as follows: MSE: 

0.220466 RMSE: 0.469538 PSNR: 54.697392. And 

it became clear from these results that the research 

methods have proven their efficiency at work. 

Fig. 3 shows the results of all methods for the 

grayscale image, Lena Image, and Table 1 shows the 

results of performance measures for the methods 

used in the research. 

Fig. 4 shows the relationship between the 

performance measures used in the research to show 

the quality of the proposed method, where we notice 

that the values of the two scales MSE and RMSE 

start decreasing starting from the sobel method and 
 

Obtain new value of mB and pB 

Initialize all parameters values that 

used in Beetle optimization method 

BSO 

itr ≤ max 

iter 

return best solution of 

parameters 

Initialize iteration to 0 

for 1 to all population size 

create the initial solution and  

calculate objective function of 

beetle 

update the position and velocity 

of beetle using eq.(1&2) 

Initialize the values of all 

parameters that used in Butterfly 

optimization method BFM 

Initialize a population of butterfly’s, 

each butterfly represents a pixel of 

image 

Calculate objective values of 

butterfly’s by using eq(12) 

generate new solution 

po ≤ size 

pop 

itr ≤ max 

iter 

itr++ 

return best solution 

Calculate best solution by using 

eq.(8 and 9) 

yes 

yes 

No   

yes 
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Table 1. Performance Measures for Lena image 

Methods MSE RMSE PSNR 

Sobel 0.220466 0.469538 54.697392 

BSO 0.046873 0.216501 61.421608 

BFM 0.037450 0.193521 62.396241 

BSO-BFM 0.029442 0.171586 63.441142 

 

 
Figure. 4 MSE, RMSE, PSNR measures of all methods 

 

ending with the proposed method BSO-BFM and 

this leads to an increase in the PSNR values because 

it is directly proportional to the previous two 

measures, and this indicates The strength of the 

method is to detect the edges of the image perfectly, 

and therefore the proposed method was the best 

among the methods. 

When comparing this research work with the 

work of other researchers, we notice that our 

research methods are much better than other 

methods. This is evidenced by a comparison of this 

research methods with reference research methods 

in [7] Where the swarm intelligence algorithms were 

used, which is the particle swarm intelligence, 

which gave good results, from measures values. 

Where the RMSE values ranged between 0.39 - 0.77, 

and the PSNR values for these methods ranged 

between 50.69 - 53.70. While in our research of the 

proposed methods (beetle BSO, butterfly BFM, 

Hybrid method BSO-BFM) for determining and 

detecting the edges of the images, the RMSE values 

ranged between 0.023375 - 0.101380, and the PSNR 

values ranged between 58.071293 - 64.443273, as it 

was found that our research methods were the best 

in their results. This is because efficient and sure 

swarm intelligence methods were used to reach the 

ideal solution. It is also when hybridization between 

the two methods of swarm intelligence we obtained 

the optimal results, the butterflies algorithm and the 

beetle algorithm to produce a new proposed method 

BSO-BFM that highly efficient. 

Fig. 5 and 7 illustrate the results of the three 

research methods represented by the beetle method, 

the butterfly method, and the proposed hybrid 

method BSO-BFM for the baboon and the Jet 

images. In addition to Table 2 and 3, they show the  
 

   

(a) (b) (c) 

(d) (e) (f) 

Figure. 5 Results of all methods for Baboon image:(a) 

original image, (b) ground truth, (c) Sobel method, (d) 

BSO method, (e)BFM method, and (f) Hybird method 

BSO-BFM 

 

Table 2. Performance measures for Baboon image 

Methods MSE RMSE PSNR 

Sobel 0.375440 0.612732 52.385397 

BSO 0.101380 0.318402 58.071293 

BFM 0.065059 0.255066 59.997748 

BSO-BFM 0.037012 0.192386 62.447335 

 

 
Figure. 6 MSE, RMSE, PSNR measures of all methods 

 

values of the used methods performance 

measures. As it is clear from the results that the 

proposed hybrid method was the best among the 

research methods, and the best results were obtained 

after applying it to the images to identify and reveal 

the edges in them.  

And also Fig. 6 shows the performance measures, 

MSE, RMSE, PSNR that used in research of all 

methods. Which proves that the proposed method 

was the best among the methods used to obtain the 

best values for all scales when applied to the 

standard picture baboon. 

Fig. 8 shows the values of MSE, RMSE of all 

methods that applied on standard image Jet. It is 

clear that the proposed method gave the best results 
Also, research methods have been applied to color 

images to find or define the edges of these images. 

Fig. 9, 11-13 illustrate the results of the three 

research methods represented by the beetle method,  
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(a) (b) (c) 

(d) (e)  (f) 

Figure. 7 Results of all methods for Jet image:(a) original 

image, (b) ground truth, (c) Sobel method, (d) BSO 

method, (e)BFM method, and (f) Hybird method BSO-

BFM 

 

Table 3. Performance measures for Jet image 

Methods MSE RMSE PSNR 

Sobel 0.170389 0.412782 55.816393 

BSO 0.029626 0.172121 63.414130 

BFM 0.025674 0.160231 64.035850 

BSO-BFM 0.023375 0.152889 64.443273 

 

 
Figure. 8 MSE, RMSE measures of all methods 

 

 
(a) (b) (c) 

(d) 
 

(e) (f) 

Figure. 9 Results of all methods for peppers image: (a) 

original image, (b) ground truth, (c) Sobel method, (d) 

BSO method, (e)BFM method, and (f) Hybird method 

BSO-BFM 

 

the butterfly method, and the proposed hybrid 

method for color images. The values of the 

measures of the methods used are shown in Tables 

4-7. Where it is clear from the results that the 

proposed hybrid method was the best among the 

research methods, and the best results were obtained 

after applying it to the color images to identify the 

edges in them. Fig. 10 shows the PSNR value of all 

method when applied on peppers image. 

Fig. 14 shows the chart that explain the values of 

MSE, RMSE of all method that applied on flower2 

image that proved the proposed method is the best.  
 

Table 4. Performance measures for peppers image 

Methods MSE RMSE PSNR 

Sobel 0.311033 0.557703 53.2027 

BSO 0.036186 0.190228 62.5453 

BFM 0.03004 0.173324 63.3536 

BSO-BFM 0.027424 0.165603 63.7494 

 

 
Figure. 10 Value of PSNR of all methods 

 

 
(a) (b) 

 
(c) 

(d) (e) 

 
(f) 

Figure. 11 Results of all methods for cake image:(a) 

original image, (b) ground truth, (c) Sobel method, (d) 

BSO method, (e)BFM method, and (f) Hybird method 

BSO-BFM 

 

Table 5. Performance measures for cake image 

Methods MSE RMSE PSNR 

Sobel 0.135328 0.36787 56.8169 

BSO 0.078379 0.279962 59.1888 

BFM 0.04318 0.207798 61.778 

BSO-BFM 0.027442 0.165656 63.746678 
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(a) (b) (c) 

(d) (e) (f) 

Figure. 12 Results of all methods for flower1 image:(a) 

original image, (b) ground truth, (c) Sobel method, (d) 

BSO method, (e) BFM method, and (f) Hybird method 

BSO-BFM 

 

Table 6. Performance measures for flower1 image 

Methods MSE RMSE PSNR 

Sobel 0.223485 0.472742 54.6383 

BSO 0.097518 0.31228 58.2399 

BFM 0.053216 0.230686 60.8703 

BSO-BFM 0.466766 0.216048 61.4398 

 

 
(a)  (b)  (c) 

 (d)  (e)  (f) 

Figure. 13 Results of all methods for flower2 image: (a) 

original image, (b) ground truth, (c) Sobel method, (d) 

BSO method, (e) BFM method, and (f) Hybird method 

BSO-BFM 

 

Table 7. Performance measures for flower2 image 

Methods MSE RMSE PSNR 

Sobel 0.150453 0.387883 56.3568 

BSO 0.082134 0.286592 58.9855 

BFM 0.063216 0.251428 60.1225 

BSO-BFM 0.046071 0.214642 61.4965 

 

 
Figure. 14 MSE, RMSE measures of all methods 

8. Conclusion 

This research presents edge detection techniques 

and methods that depend on computational 

intelligence, and which are based in their work on 

biological content inspired by nature. Two swarm 

intelligence methods represented by the beetle 

optimization method and the butterfly optimization 

method for conducting the edge detection process 

were presented in the images. In addition, the main 

goal of the research was to develop a powerful edge 

detector based on the beetle and butterfly algorithms 

by improving the performance of the butterfly 

algorithm by selecting optimal values for its 

parameters that play an important role in finding the 

optimal solution. This was done by hybridizing it 

with the beetle algorithm that equips the butterfly 

algorithm with the best values for its parameters, 

and the hybridization process was done in first stage. 

The first stage of the butterfly method is the 

initialization stage. 

The experimental results indicate that techniques 

based on swarm intelligence effectively increase the 

edges of image, compared to traditional techniques. 

Subjective results showed that the proposed BSO-

BFM method generated better-looking edges 

compared to traditional detectors such as, sobel. 

Objective simulations using MSE, RMSE and PSNR 

values also support the same results of BSO-BFM, 

the best results among other detectors used for 

research. Where when used sobel method the MSE 

values ranged between 0.135328 - 0.375440, and the 

RMSE values between 0.36787- 0.612732, and 

PSNR values are 52.385397-56.8169, While in the 

proposed methods (beetle BSO, butterfly BFM, 

Hybrid method BSO-BFM) for determining and 

detecting the edges of the images, the MSE values 

ranged between 0.023375- 0.101380, and the RMSE 

values between 0.023375 - 0.101380, and the PSNR 

values ranged between 58.071293 - 64.443273, as it 

was found that our research methods were the best 

in their results. 

One of the future works that we recommend is to 

study swarm behaviors, and select algorithms with 

common characteristics, and cross-breed them to 

produce a new method for detecting edges. In 

addition to choosing pictures of a different color, as 

well as medical pictures to identify objects inside 

the picture 
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