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Abstract: One of the most important and efficient methods in providing suitable solutions for various optimization 

problems is population-based optimization algorithms. The main contribution and innovation of this paper is to present 

a new optimization method called Three Influential Members Based Optimizer (TIMBO) which is used for 

implementation in solving optimization problems. The main idea in designing the proposed TIMBO is to use three 

important population members with the titles of best member, worst member, and member as mean population in 

updating the position of population members of the algorithm in the problem search space. The most important feature 

and advantage of the TIMBO is that it does not have any control parameters, which means that there is no need to 

control the parameter in this algorithm. TIMBO has been mathematically modeled for use in solving various 

optimization problems. The efficiency of the TIMBO is analyzed in order to provide suitable quasi-optimal solutions 

on a set of twenty-three standard objective functions of different types unimodal, high-dimensional multimodal, and 

fixed-dimensional. Evaluation of unimodal functions indicates the high exploitation power of the proposed TIMBO 

and evaluation of multimodal functions indicates the appropriate exploration power of the TIMBO. Also, the results 

obtained from the TIMBO are compared with the performance of eight other well-known optimization algorithms 

including Genetic Algorithm (GA), Particle Swarm Optimization (PSO), Gravitational Search Algorithm (GSA), 

Teaching-Learning-Based Optimization (TLBO), Grey Wolf Optimization (GWO), Grasshopper Optimisation 

Algorithm (GOA), Hide Object Game Optimizer (HOGO), and Flow Direction Algorithm (FDA). The results of 

optimization of standard objective functions indicate the high capability of the TIMBO in providing quasi-optimal 

solutions suitable for various optimization problems. In addition, analyzing and comparing the performance of the 

other eight optimization algorithms shows that the TIMBO has a more effective ability to solve optimization problems 

and is much more competitive. 
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1. Introduction 

Optimization means finding the best solution out 

of all the possible solutions to a problem given its 

limitations. An optimization problem is defined using 

three main parts: variables, constraints, and objective 

functions. The goal in optimization is to determine 

the values of the variables according to the 

constraints in order to optimize the objective 

functions [1]. Population-based optimization 

algorithms are one of the most widely used methods 

in solving optimization problems that search the 

problem-solving space using random operators [2]. 

The main solution to an optimization problem is 

called global optimal. The important thing about 

optimization algorithms is that the solutions obtained 

from them are not necessarily global optimal. For this 

reason, the solution provided by the optimization 

algorithms is called quasi-optimal solution. In other 

words, a quasi-optimal solution is a solution that, if 

not equal to the global optimal, must be reasonably 

close to it [3]. Therefore, in comparing the 

performance of optimization algorithms with each 

other, the algorithm that provides a better quasi-

optimal solution is a better algorithm. This is the 

reason why researchers have designed various 
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optimization algorithms. 

The contribution of this paper is to design a new 

population-based optimization algorithm called 

Three Influential Members Based Optimizer 

(TIMBO) in order to provide suitable and near-

optimal quasi-optimal solutions. Updating population 

members is influenced by three members named best 

member, worst member, and mean member is the 

main idea in designing the TIMBO. The proposed 

TIMBO is mathematically modeled for use in solving 

optimization problems in various science. The main 

advantage and feature of the TIMBO are that it lacks 

control parameters and does not need to be adjusted. 
The performance of the TIMBO is evaluated on a set 

of twenty-three standard objective functions, then the 

results are compared with eight other optimization 

algorithms. 

The rest of the paper is as follows: First, literature 

review is provided in Section 2. Then in section 3 the 

proposed TIMBO is introduced. Simulation studies 

and analysis of results is presented in Section 4. 

Finally, conclusions and suggestions for future 

studies are provided in Section 5. 

2. Lecture review 

Optimization has been one of the most important 

research areas in recent decades, which has led to the 

design of various types of population-based 

optimization algorithms. In population-based 

methods, search agents work together and the 

collective behaviour of these agents causes the 

algorithm to converge toward a solution to the 

optimization problem [4]. Optimization algorithms 

are based on observations and thinking about natural 

events, physical phenomena, the behavior of living 

things, various games, and any other process that has 

an evolutionary context [5]. 

Genetic Algorithm (GA) is a probabilistic 

optimization algorithm with a global search potential 

which is proposed by Holland in 1975. GA is one of 

the most successful evolutionary algorithms. GA is 

developed based on the modeling of the reproductive 

process in three stages: parental selection, crossover, 

and mutation [6]. The main disadvantage of GA is 

that if the objective function is not well defined, GA 

may select the local optimal instead of the global 

optimal. 

Particle Swarm Optimization (PSO) is a 

nationwide population-based optimization technique 

which is proposed by Kennedy and Eberhart in 1995. 
This method is inspired by the social behavior of 

birds in search of food. Due to its simple search 

mechanism, computational efficiency and easy 

implementation, PSO is widely used in many areas of 

optimization [7]. The main disadvantage of the PSO 

is that has several control parameters, and setting 

these parameters is an important challenge. 

Gravitational Search Algorithm (GSA) is a 

physics-based optimization algorithm which is 

developed by Rashedi in 2009. In GSA, search agents 

are considered as objects and their efficiency is 

considered as their mass. All of these objects absorb 

each other with a gravitational force that causes all 

objects to have a general motion toward objects that 

have a greater mass than other objects. So, objects 

work together to achieve better solutions through a 

direct connection that is gravitational force [8]. High 

computations as well as long time required to run are 

the main disadvantages of GSA. 

Teaching-Learning-Based Optimization (TLBO) 

algorithm is one of the intelligent optimization 

algorithms and crowded intelligence that was 

introduced by Rao in 2011 inspired by the learning 

and teaching process. TLBO is a population-based 

algorithm based on the impact of a teacher on 

classroom learning. Population is considered as a 

group of learners or students of a class. A teacher 

strives to increase the level of knowledge in the 

classroom by educating students so that students can 

achieve a good grade or rank according to their ability 

[9]. low performance in the convergence rate is a 

major disadvantage of TLBO which gets even worse 

when dealt with high-dimensional optimization 

problems. 

Grey Wolf Optimization (GWO) algorithm which 

mimics the grey wolves’ behaviors for hunting in the 

nature, is introduced by Mirjalili in 2014. GWO is a 

metaheuristic algorithm inspired by the hierarchical 

structure and social behavior of grey wolves while 

hunting. This population-based algorithm has a 

simple process and can be easily generalized to large-

scale problems [10]. The main disadvantages of 

GWO are low solving precision, slow convergence, 

and bad local searching ability. 

Grasshopper Optimisation Algorithm (GOA) is a 

swarm-based optimization algorithm which is 

introduced by Saremi in 2017. GOA belongs to the 

group of collective intelligence algorithms and is 

designed based on the social behaviour of 

grasshoppers and how each grasshopper is affected 

by its environment. In GOA, updating the position of 

each grasshopper depends on the distance of each 

locust from the entire population of grasshoppers in 

the current generation and the position of the best 

grasshopper [11]. GOA has some disadvantages, such 

as easy to fall into local optimum and slow 

convergence speed. 

Hide Object Game Optimizer (HOGO) is a game-

based optimization approach which is developed by 
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Dehghani in 2020. HOGO is designed based on 

simulation of the rules and behavior of players in a 

game called finding hidden object. The search agents 

are the players of this game who try to find the hidden 

object, which is the solution to the problem, by 

moving in the problem-solving space [12]. Although 

HOGO performs well in solving optimization 

problems, the main challenge of this algorithm is to 

find more suitable and quasi-optimal solutions closer 

to the global optimization. 

Flow Direction Algorithm (FDA) is a physics-

based optimization algorithm which is presented by 

Karami in 2021. FDA is designed based on mimic of 

the flow direction to the outlet point with the lowest 

height in a drainage basin. In other words, flow 

moves to neighbour with lowest high or best 

objective function [13]. The main disadvantages of 

the FDA are slow convergence and also having 

several control parameters that need to be fine-tuned. 

In fact, if the parameters of the FDA are not set well, 

the algorithm diverges and is not able to achieve the 

appropriate solution. 

Although disadvantages such as having control 

parameters, time consuming, and high computational 

volume can affect the performance of optimization 

algorithms, but the most important criterion in 

analyzing the performance of optimization 

algorithms is the value of the objective function. In 

fact, in comparing and analyzing the performance of 

optimization algorithms on solving an optimization 

problem, the algorithm that can provide a more 

suitable quasi-optimal solution is the superiority 

algorithm. 

3. Three influential members based 

optimizer 

The various steps and mathematical modelling of 

proposed Three Influential Members Based 

Optimizer (TIMBO) are presented in this section. 
TIMBO is a population-based optimization algorithm 

that first generates a number of initial solutions to an 

optimization problem, then improves these initial 

solutions in an iterative process, and finally presents 

the best obtained solution. The main idea of the 

proposed TIMBO is to improve and update the 

members of the population under the influence of 

three important members of the population: the best 

member, the worst member, and the mean member. 

The population members in the TIMBO are 

modeled as a matrix representation using Eq. (1). 

𝑋 = 

[
 
 
 
 
𝑋1

⋮
𝑋𝑖

⋮
𝑋𝑁  ]

 
 
 
 

𝑁×𝑚

=

[
 
 
 
 
𝑥1,1

⋮
𝑥𝑖,1

⋮
𝑥𝑁,1

⋯
⋱
⋯
⋰
⋯

𝑥1,𝑑

⋮
𝑥𝑖,𝑑

⋮
𝑥𝑁,𝑑

⋯
⋰
⋯
⋱
⋯

𝑥1,𝑚

⋮
𝑥𝑖,𝑚

⋮
𝑥𝑁,𝑚]

 
 
 
 

𝑁×𝑚

 
(1) 

 

Here, 𝑋 is the population matrix of TIMBO, 𝑋𝑖 is 

the i'th member of population, 𝑚 is the number of 

variables of optimization problem, 𝑁 is the number 

of members of population, and 𝑥𝑖,𝑑  is the value of 

d’th variable of optimization problem suggested by 

i'th member of population. 

In TIMBO, each member of the population 

represents a solution to the problem. In fact, each 

member of the population proposes values for the 

problem variables. By placing these values in the 

objective function, a value for the objective function 

is obtained in proportion to each member of the 

population. Thus, the objective function vector is 

modelled using Eq. (2). 

 

𝐹 =  

[
 
 
 
 
𝐹1

⋮
𝐹𝑖

⋮
𝐹𝑁  ]

 
 
 
 

𝑁×1

= 

[
 
 
 
 
𝐹1(𝑋1)

⋮
𝐹𝑖(𝑋𝑖)

⋮
𝐹𝑁(𝑋𝑁) ]

 
 
 
 

𝑁×1

 (2) 

 

Here, 𝐹 is the vector of objective function and 𝐹𝑖 

is the obtained value for objective function based on 

i'th member of population. 

After evaluating the objective function based on 

population members, the best member and the worst 

member are determined by comparing the values of 

the objective function. The mean member is also 

obtained from the average of the population. These 

three influential members on population updating are 

identified using Eqs. (3) to (5). 

 

𝑋𝐵 = 𝑋𝑗 & j is the row number of min F 

 

(3) 

 

𝑋𝑊 = 𝑋𝑘 & k is the row number of max F 

 

(4) 

 

𝑋𝑀: 𝑥𝑑
𝑀 =

∑ 𝑥𝑖,𝑑
𝑁
𝑖=1

𝑁
 

(5) 

 

 

Here, 𝑋𝐵  is the best member, 𝑋𝑊  is the worst 

member, and 𝑋𝑀 is the mean member. 
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In propoed TIMBO each member of the 

population is updated in three stages. In the first stage, 

each member of the population is updated based on 

the best member of the population, which is modeled 

using Eqs. (6) to (7). 

 

𝑥𝑖,𝑑
𝐵,𝑛𝑒𝑤 = 𝑥𝑖,𝑑 + 𝑟(𝑥𝑑

𝐵 − 𝑥𝑖,𝑑) 

 

(6) 

 

𝑋𝑖 = {
𝑋𝑖

𝐵,𝑛𝑒𝑤, 𝐹𝑖
𝐵,𝑛𝑒𝑤 < 𝐹𝑖

𝑋𝑖, 𝑒𝑙𝑠𝑒
 (7) 

 

Here, 𝑥𝑖,𝑑
𝐵,𝑛𝑒𝑤

 is the new value suggested by i'th 

member for d’th variable updated based on best 

member, 𝑥𝑑
𝐵 is the value of d’th variable suggested by 

best member, 𝑟 is a random number in [0 1] interval, 

𝑋𝑖
𝐵,𝑛𝑒𝑤

 is the updated i'th member based on best 

member, and 𝐹𝑖
𝐵,𝑛𝑒𝑤

 is the its objective function 

value. 

In the second stage of population updating, 

population members move under the influence of the 

worst member in the problem-solving space. This 

stage is modeled using Eqs. (8) to (9). 

 

𝑥𝑖,𝑑
𝑊,𝑛𝑒𝑤 = 𝑥𝑖,𝑑 + 𝑟(𝑥𝑖,𝑑 − 𝑥𝑑

𝑊) 

 

(8) 

𝑋𝑖 = {
𝑋𝑖

𝑊,𝑛𝑒𝑤, 𝐹𝑖
𝑊,𝑛𝑒𝑤 < 𝐹𝑖

𝑋𝑖 , 𝑒𝑙𝑠𝑒
 (9) 

 

Here, 𝑥𝑖,𝑑
𝑊,𝑛𝑒𝑤

 is the new value suggested by i'th 

member for d’th variable updated based on worst 

member, 𝑥𝑑
𝑊 is the value of d’th variable suggested 

by worst member, 𝑋𝑖
𝑊,𝑛𝑒𝑤

 is the updated i'th member 

based on worst member, and 𝐹𝑖
𝑊,𝑛𝑒𝑤

 is the its 

objective function value. 

In the third stage, each member of the population 

is updated under the influence of the mean member. 

This stage of population updating is modeled using 

Eqs. (10) to (12). 

 

𝑑𝑥𝑖,𝑑
𝑀 = {

𝑟(𝑥𝑑
𝑀 − 𝑥𝑖,𝑑), 𝐹𝑀 < 𝐹𝑖

𝑟(𝑥𝑖,𝑑 − 𝑥𝑑
𝑀), 𝑒𝑙𝑠𝑒

 (10) 

𝑥𝑖,𝑑
𝑀,𝑛𝑒𝑤 = 𝑥𝑖,𝑑 + 𝑑𝑥𝑖,𝑑

𝑀  

 

(11) 

 

𝑋𝑖 = {
𝑋𝑖

𝑀,𝑛𝑒𝑤 , 𝐹𝑖
𝑀,𝑛𝑒𝑤 < 𝐹𝑖

𝑋𝑖 , 𝑒𝑙𝑠𝑒
 

(12) 

 

 

Here, 𝑑𝑥𝑖,𝑑
𝑀  is the amount of changes for d’th 

variables suggested by i'th member, 𝐹𝑀 is the value 

of objective function for mean member, 𝑥𝑖,𝑑
𝑀,𝑛𝑒𝑤

 is the 

new value suggested by i'th member for d’th variable 

updated based on mean member,  𝑋𝑖
𝑀,𝑛𝑒𝑤

 is the 

updated i'th member based on mean member, and 

𝐹𝑖
𝑀,𝑛𝑒𝑤

 is the its objective function value. 

After all members of the population have been 

updated, the new values obtained for the problem 

variables are evaluated in the objective function, then 

the three affected members are updated and the 

members of the population are updated again based 

on these three updated members. In fact, the 

algorithm is repeated according to Eqs. (3) to (12) 

until the end of the algorithm. After completing the 

iterations of the algorithm, TIMBO provides the best 

quasi-optimal solution available. The various stages 

of TIMBO are presented as a flowchart in Fig. 1. 

4. Simulation study and discussion 

In this section, the simulation studies of the 

proposed TIMBO and its implementation on various 

optimization problems are discussed. The 

performance of the TIMBO in providing optimal 

quasi-optimal solutions is evaluated on twenty-three 

standard objective functions of unimodal, high-

dimensional multi-model, and fixed- dimensional 

multi-model types. Eight well-known optimization 

algorithms including Genetic Algorithm (GA) [6], 

Particle Swarm Optimization (PSO) [7], 

Gravitational Search Algorithm (GSA) [8], 

Teaching-Learning-Based Optimization (TLBO) [9], 

Grey Wolf Optimization (GWO) [10], Grasshopper 

Optimisation Algorithm (GOA) [11], Hide Object 

Game Optimizer (HOGO) [12], and Flow Direction 

Algorithm (FDA) [13] are intended to compare the 

results obtained from the implementation of the 

TIMBO. The performance results of the optimization 

algorithms are reported using the two indices of the 

average of best quasi-optimal solution (ave) and their 

standard deviation (std). 

In order to evaluate the proposed TIMBO in 

solving the unimodal problems, seven objective  
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Figure. 1 Flowchart of TIMBO 

 

functions F1 to F7 have been selected. The results of 

optimization of these objective functions using the 

TIMBO as well as eight other algorithms are given in 

Table 1 Analysis and comparison of the results of 

optimization algorithms show that the proposed 

TIMBO, in addition to providing good performance  

 

in solving these problems, is also superior to other 

algorithms. Six objective functions including F8 to 

F13 have been selected to analyse the ability of the 

TIMBO to solve high-dimensional multi-model 

optimization problems. The performance of the 

optimization algorithms and the TIMBO on these  

 

Start TIMBO 
 

Input information of optimization problem: 

Variables, constraints, and objective function. 

Set number of population (N) and iterations (T). 

Create initial population. 

Evaluate initial population. 
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using Eqs. (3) and (5). 
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using Eqs. (6) to (7). 

 

Update 𝑋𝑖 based on worst member 

using Eqs. (8) to (9). 

Update 𝑋𝑖 based on mean member  

using Eqs. (10) to (12). 
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functions are presented in Table 2 Based on the 

results reported in this table, TIMBO provides more 

suitable quasi-optimal solutions than the eight 

mentioned algorithms. 
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In order to analyse the TIMBO in solving fixed-

dimensional multi-model optimization problems, ten 

objective functions F14 to F23 are considered. The 

results of the implementation of the proposed 

TIMBO and eight other algorithms are presented in 

Table 3 TIMBO has a good performance in solving 

this type of optimization problems. 

5. Conclusion and future works 

There are many optimization problems in 

different sciences that should be optimized and 

solved using appropriate methods. population based 

optimization algorithms are one of the most widely 

used methods in this field, which provide appropriate 

solutions to the problem based on random search in 

the problem-solving space. In this paper, in order to 

find suitable quasi-optimal solutions for various 

optimization problems, a new optimization algorithm 

called Three Influential Members Based Optimizer 

(TIMBO) was designed. Using three influential 

members named best member, worst member, mean 

member in updating the algorithm population was the 

main idea in designing the TIMBO. Mathematical 

Modelling of the TIMBO that can be used to solve 

optimization problems was presented. The quality of 

the proposed TIMBO was tested on twenty-three 

standard objective functions of different types. These 

objective functions come from three different groups 

including seven unimodal functions, six multimodal 

high-dimensional functions, and ten fixed-

dimensional multimodal functions. The results of 

optimization of unimodal objective functions showed 

that the proposed TIMBO has a high ability to 

provide quasi-optimal solutions suitable for 

optimization problems with unimodal objective 

functions. Also, the optimization results of high-

dimensional multimodal and fixed-dimensional 

multimodal objective functions indicated that the 

TIMBO can provide solutions close to the global 

optimal by accurately scanning the search space. The 

results of optimization of these objective functions 

indicated the optimal performance of the TIMBO in 

providing quasi-optimal solutions in solving various 

optimization problems with different objective 

functions. Also, in order to compare the performance 

of the proposed TIMBO, the results were compared 

with eight other optimization algorithms, including 

Genetic Algorithm (GA), Particle Swarm 

Optimization (PSO), Gravitational Search Algorithm 

(GSA), Teaching-Learning-Based Optimization 

(TLBO), Grey Wolf Optimization (GWO), 

Grasshopper Optimisation Algorithm (GOA), Hide 

Object Game Optimizer (HOGO), and Flow 

Direction Algorithm (FDA). The simulation results 

showed that the TIMBO has high power in solving 

optimization problems and is much more competitive 

than the other eight known algorithms. 

The authors suggest some ideas and perspectives 

for future studies. Design of the binary version as 

well as multi-objective version of TIMBO is an 

interesting topic for future investigations. Moreover, 

implementing TIMBO on various optimization 

problems and real-world optimization problems 

could achieve some significant contributions, as well. 
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