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Abstract: The popularity of video recordings either on mobile devices or video surveillance has contributed to the 

demand for video data applications. As a result, the management of video has become significant in the object retrieval 

process. However, the video object retrieval is considered as a major issue in the video objects management. This 

paper proposes an integrated optimization-based classifier for video object retrieval. Here, the input video is subjected 

to optical flow estimation using a spatio-temporal feature descriptor, named Histograms of Optical Flow Orientation 

and Magnitude (HOFM) for extracting the events and establishing the HOFM indexed database using the detected 

objects. Hence, object tracking is a major step, which detects and tracks the video objects using a hybrid model named 

Nearest Search Algorithm-Support Vector Regression (NSA-SVR). For the video retrieval, the training of Naive Bayes 

(NB) classifier is performed using the proposed Lion-Salp Swarm Algorithm (LSSA) on the indexed database of the 

tracked objects. Then, the recognized events interrelated to the query are subjected to the Naive Bayes classifier to 

retrieve the required video. The performance of the proposed integrated LSSA-Naive Bayes Classifier is found to be 

better than the existing methods with maximal precision of 82.985 percent, recall of 87.451 percent, and F-measure of 

87.847 percent. 
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1. Introduction 

Innovations in Web and multimedia technology 

are growing tremendously, attracting the researchers 

to multimedia applications such as video archives, 

entertainment, and news video broadcasting. It is 

therefore essential to index video for successful 

retrieval from large video datasets. However, the 

retrieval of videos from a huge database needs 

knowledge about videos. These textual queries are 

effective, if the users pose precise knowledge for 

structuring databases in order to manually search the 

videos using the index. However, the conventional 

approaches cannot work when the user searches for 

the required videos from a web database or to locate 

a video without having any knowledge about those 

videos [1]. The systems based on videos can capture 

huge amounts of required information and are 

relatively cost-effective due to simpler camera 

installation and maintenance. A huge number of 

video cameras are installed all over the place for 

security. Due to this, there is an imperative need for 

developing techniques using videos, which can 

substitute the human operators for monitoring the 

area under observation. A robust tracking system 

recognizes and tracks the moving objects in 

intelligent video systems [2]. Some of the studies of 

vision-based object recognition are mainly focused 

on detecting objects [3]. The multi-class image 

segmentation and object detection are the two tasks, 

which are used to solve the issues of object detection. 

[4]. several techniques are devised using the learned 

local representations and can be considered as the 

basis for texture detectors. A conditional random 

field model is devised due to its local nature, for 
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enforcing spatial consistency [5]. Weakly supervised 

object detection is considered as a major challenge, 

due to complex training procedure, the location of 

objects and the dynamic model appearance in each 

image. The conventional approach for solving the 

tracking issues is to consider the object location, 

which is of great interest for the static images, and the 

approaches provided a way to minimize the loss 

produced by such dependent variables while learning 

[6]. 

       Moreover, the appearance of learning and its 

localization are the two interrelated tasks; the 

appearance is not symmetric, and the method is 

trapped in a local minimum; that is, the algorithm 

misses the objects for some images [7]. However, 

there have been significant developments over many 

years, specifically in the detection of objects using 

static images. Due to the success of these systems, the 

current work on the recognition of actions has 

extended several triumphant facts into the Spatio-

temporal realms [8]. 

       The automated video surveillance system needs 

proficient video analysis and video retrieval and 

indexing techniques, considering event and object 

levels for filling the semantic gap that persists 

between the high-level semantic content and low-

level features of videos. The enhanced video indexing 

and retrieval techniques offer adequate facilities to 

access the contents of video surveillance [9]. The 

progress in Machine Learning has led to the usage of 

Deep Learning techniques in many domains [10]. In 

object detection-oriented clustering method is used 

for indexing video semantics. On the other hand, the 

object retrieval system resolved the problems of 

several state-of-the-arts object detectors such as You 

Live Only Once (YOLO) [11]. And Faster region-

based convolutional neural network (FRCNN) [12, 

13]. In [14] query examples with FRCNN are utilized 

in the region as a feature detector. The cosine 

similarities between the deep features query and 

object proposals are utilized for ranking [15]. The 

deep learning techniques are efficient in determining 

the objects, a broad range of techniques and 

classifiers were devised, which includes Bayesian 

localization, possibility theory [16], neural networks 

[17] Bayesian inference [18] and fuzzy logic [19], 

which is utilized for object localization. 

The proposed method is devised in three stages, 

namely object tracking, event extraction, and 

retrieval. Here, the video object location is 

determined by employing a hybrid model named 

NSA-SVR. The spatial tracking is done using SVR, 

whereas visual tracking is done by the NSA. The 

events are extracted by applying the HOFM on each 

tracked object. The events are further employed for 

training the NB classifier for determining the video 

objects. In the video object retrieval, the query is 

processed by the classifier for retrieving the highly 

relevant object trajectories and the events associated 

with it. The efficiency of the object retrieval is based 

on the proposed LSSA algorithm, which is developed 

using the standard Lion Optimization Algorithm and 

Salp Swarm Algorithm. 

The paper is structured as follows: Section 1 

provides the introductory part related to video 

retrieval. Section 2 elaborates on different techniques 

based on video retrieval. Section 3 elaborates the 

proposed technique for training the NB classifier. 

Section 4 demonstrates the results of the methods for 

the video object retrieval, and section 5 provides the 

conclusion. 

2. Related work 

This section discusses significant video object 

retrieval methods, their benefit and drawbacks and 

addresses the papers research gaps. 

Lin [20] developed a learning framework to 

retrieve the desired frame from the sequence of input 

videos. A query-adaptive Multiple Instance Learning 

(q-MIL) algorithm was devised by exploiting the 

information of visual appearance using the query 

based on the video frames. The derived learning 

model adapted additional discriminating abilities 

while retrieving the relevant instances. Nguyen [21] 

developed a fusion method, object detectors were 

utilized based on a denser feature to determine the 

similarity score and object bounding box. Then, the 

spatial relationship of the visual object and the object 

proposal was utilized for determining the query. The 

method was flexible, which helped to enable any 

object detectors without altering the system structure. 

Durand [22], developed retrieval based on video 

segmentation, which helped to shorten the time taken 

for retrieval. The long videos were detected using a 

Spatio-Temporal Interest Points (STIPs) detection 

algorithm. Then, the super frame segmentation of the 

refined, long video was performed for gaining an 

interesting clip for huge videos. For selecting the 

keyframes, the Region Of Interest (ROI) was created 

based on STIP, and the saliency detection of the ROI 

was used for screening out the video keyframes. 

Rashad [23] developed a method for overcoming the 

issues of the indexing and retrieval techniques by 

adapting deep learning methodologies. The method 

utilized stage object detector stage like YOLOv2, 

which can be utilized as an effective tool for detecting 

the events. The idea behind the method was that the 

pixel values were determined by a deep detector to 

categorize the objects in the image by removing the 
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background information. The method offered a 

solution for solving the issues of video quality using 

the light convolutional network for efficient object 

retrieval. However, the method failed to use an 

ensemble strategy to improve the object recognition 

performance. Lou [24] designed an object retrieval 

approach using cameras and Inertial Measurement 

Unit (IMU) sensors to retrieve 3D objects. The 

method utilized fast and compacted image 

descriptors and the absolute orientation for building 

multi-view centred retrieval object models. 

Furthermore, a Hough transformation paradigm was 

utilized for evaluating the query results using several 

video frames. Lin [25] developed deep-learning 

features and utilized in Compact Descriptor for Video 

Analysis (CDVA) evaluation framework for studying 

the effectiveness of video analysis. Garcia [26] 

developed a feature fusion method using multimodal 

graph learning for retrieving the 3D objects. Different 

graphs were devised on the basis of different features 

for learning optimized weights for fusing the features. 

However, the method failed to use different types of 

features and distance functions for generating geo-

location-based applications. The main drawback 

associated with detecting the objects suffer from lack 

of the history of the objects, occlusions, small size of 

objects, confusion regarding the posture, movement 

in objects.  

To overcome the aforementioned drawbacks the 

effective video object retrieval method is developed 

using the proposed LSSA-NB classifier. 

3. Proposed LSSA-NB classifier for video 

object retrieval  

The proposed method uses the training phase for 

learning the indexed database and testing phase for 

retrieving the relevant objects based on a user query. 

In the training phase, the keyframes in the video are 

chosen considering the frames, for which initially the 

object detection of the individual frames is 

determined using a hybrid model named NSA-SVR. 

The detected object undergoes optical flow extraction 

using a spatio-temporal feature descriptor, named 

HOFM [27] for extracting the HOFM features of each 

object. The key points are obtained from the detected 

objects from the selected keyframes using the HOFM 

descriptor, and the indexed database is developed 

using the HOFM descriptor of the video objects in 

such a way that the proposed LSSA-NB classifier is 

trained using the indexed database. The proposed 

LSSA is newly developed by modifying the update 

process of the LA [28] with the update process of 

SSA [29]. In the testing phase, the query is given as 

an input for which the HOFM is applied for 

extracting the object location. After tracking the 

object's location, the events tracked by the tracking 

method and query need to be matched based on the 

probability function in LSSA-NB classifier. The 

event analysis plays a major role in video retrieval as 

the video contents related to the user query are 

retrieved. Hence, the NB classifier is employed to 

retrieve suitable video frames. If the equivalent event 

is computed for the input query, then the suitable 

video frames are retrieved shown in Fig. 1.  

Consider a database Dcontaining gnumber of 

videos and is represented as, 

         𝐷 = {𝑉𝑗  ;  1 ≤ 𝑗 ≤ 𝑔}                (1) 

Where, 𝑉𝑗 jrepresents 𝑗𝑡ℎ video, and 𝑔 is the total 

number of videos. Every video includes 𝑑number of 

frames, which are expressed as, 

         𝑉 = 𝑓𝑚  ; 1 ≤ 𝑚 ≤ 𝑑                (2) 

Where, 𝑓𝑚 is the 𝑚𝑡ℎ frame, and drefers the total 

number of frames. 

3.1  Hybrid NSA-SVR for object detection and 

tracking  

This subsection illustrates the process for tracking 

the object movement considering different frames. In 

order to determine the object, utilizes the hybrid 

NSA-SVR model. The NSA [30] and SVR integrate 

the results attained by both for tracking objects.  

3.2  Object tracking based on NSA 

The location of the targeted objects recognizes by 

determining the best location in the current frame. 

The steps contained in recognizing the accurate 

object location in the video frame using the NSA are 

elaborated below:  

1) Detection of target object 

The NSA identifies the exact location of object 

by locating different objects present in the image. As 

per equation (2), the video has several frames which 

is expressed as, 

 

𝑓 = {𝑓1, 𝑓2, … , 𝑓𝑚, … , 𝑓𝑑}   (3) 

 

where,𝑓𝑚refers to the 𝑚𝑡ℎframe, and total frames 

present in the video is given as 𝑑.



Received:  November 23, 2020.     Revised: March 2, 2021.                                                                                             213 

International Journal of Intelligent Engineering and Systems, Vol.14, No.3, 2021           DOI: 10.22266/ijies2021.0630.19 

 

 

Each frame contains different objects positioned 

at different locations. 𝐴𝑠𝑠𝑢𝑚𝑒𝑚𝑡ℎ video frame has 

𝑇  the number of objects. The position of the 𝑧𝑡ℎ 

object in the 𝑓𝑟𝑎𝑚𝑒𝑓𝑚 is given as,   

 

           𝑃𝑧
𝑚 = (𝑋𝑧

𝑚, 𝑌𝑧
𝑚)                           (4) 

 

where,𝑃𝑧
𝑚 indicates the position of 𝑧𝑡ℎobject in 

the frame𝑓𝑚 , and the term (𝑋𝑧
𝑚, 𝑌𝑧

𝑚)specifies the 

𝑋𝑡ℎand the 𝑌𝑡ℎelements specifying the position𝑃𝑧
𝑚.  

2) Determination of object position based on 

the next frame 

This step utilizes the location of the next frames 

by setting the rectangular window. The rectangular 

window is utilized for identifying the object location 

by setting a parameter𝛽. The object position in the 

consecutive frame is determined using a threshold. 

The new position of the object in successive frames 

is given as, 

 
𝑃𝑧+1

𝑚 = (𝑋𝑧
𝑚 ± 𝛽, 𝑌𝑧

𝑚 ± 𝛽)
                            

(5) 

where,𝛽denotes the extension parameter, which is 

constant.  

3) Computation of distance between objects 

The subsequent step in the NSA is to calculate the 

distance between the object positions of current and 

the next frame is given as,  

 

𝑑𝑖𝑠𝑡(𝑃𝑧
𝑚, 𝑃𝑧+1

𝑚 ) = 𝑑𝑖𝑠𝑡√(𝑃𝑧
𝑚, 𝑃𝑧+1

𝑚 )
            

(6) 

4) Determination of objects position using 

NSA 

Finally, the second and third steps are repeated 

until the positions of all objects in the video frame are 

calculated. The position of objects retrieved by NSA 

is given as,  

 

𝑁𝑧 = {𝑃𝑧
𝑚, 𝑃𝑧+1

𝑚+1, … , 𝑃𝑧+𝑇
𝑚+𝑑}

               
(7) 

 

Where, 𝑃𝑧
𝑚, 𝑃𝑧+1

𝑚+1, … , 𝑃𝑧+𝑇
𝑚+𝑑  specifies the 

position of the objects obtained by NSA.  

Figure. 1. Schematic view of video object retrieval framework using proposed LSSA-NB classifier 
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3.2.1. Object tracking based on SVR 

SVR [31] is utilized to track the object location in 

the video frame in order to enhance the tracking 

process quality. The SVR uses a mapping function 

that maps a linear estimate with the non-linear 

function for determine an unknown regression. Thus, 

to determine the exact location of the object in the 

video frame, the SVR produces the training set with 

input-output pair represented as,  

 

𝐺 = {(𝑘1, 𝑙1), (𝑘2, 𝑙2), … , (𝑘𝑑 , 𝑙𝑑)}
  

(8) 

 

where, 𝐺 specifies the input and output space 

and (𝑘1, 𝑙1)  represents the input-output pair. 

Where 𝑑 is the total input and output pair. For 

producing the appropriate input-output pair, SVR 

utilizes the optimization issues. The optimization 

issue can be modelled as a dual maximization 

problem. The regression estimate for the dual 

maximization problem is represented as, 

 

𝐻(𝑒) = Σ(𝛾𝑚
+ + 𝛾𝑚

−)𝑀(𝑘. 𝑘𝑚) + 𝑓                      (9) 

 

where, 𝑓refers to a deviation parameter. The final 

object location evaluated using SVR is formulated as, 

 

𝑆𝑧 = {𝑃𝑧
𝑚, 𝑃𝑧+1

𝑚+1, . . . , 𝑃𝑧+𝑇
𝑚+𝑑}     

        (10) 

 

3.2.2. Object tracking based on hybrid NSA-SVR  

Finally, the hybrid NSA-SVR uses the merits of 

both NSA and SVR to accomplish object tracking. In 

the hybrid model, the result obtained by average of 

NSA and SVR, and the final location of the object is 

tracked. The object position determined is given as, 

 

𝐽𝑧 = [{𝑁𝑧} + {𝑆𝑧}]∀𝑧
                          (11)

 

 

where,𝑁𝑧 refers to the position tracked by NSA 

and𝑆𝑧  indicates the position tracked by the SVR, 

respectively. The tracked objects are represented as, 

 

𝑂 = {𝑂1, 𝑂2, …𝑂𝑧, …𝑂𝑇}                             (12) 

3.3 Optical flow extraction using HOFM 

descriptor 

HOFM is the highly desired descriptor and is 

widely utilized in object detection. The HOFM 

feature descriptor produces interest points, which is 

considered as a global descriptor.  This technique 

computes horizontal and vertical gradients, 

orientation and magnitude of gradients. In the 

training phase, the spatiotemporal feature descriptor, 

HOFM, is utilized for capturing the moving patterns 

from non-overlapping regions from the videos, 

whereas in the testing phase, the incoming patterns 

for each region are evaluated with the stored patterns. 

At first, the Histograms of Oriented Optical Flow 

(HOOF) and the sampling approach are used for 

evaluating the optical flow for computing location of 

the pixel. The HOFM features are established for all 

the detected objects and are stored in the indexed 

database such that when the object query is given, the 

events are retrieved. 

i) HOOF 

The histograms are obtained using the HOOF, 

which is represented as ℎ𝜗,𝑣 = [ℎ𝜗,1, ℎ𝜗,2, ⋯ , ℎ𝜗,𝑣] 
at each time instant 𝑙  and for each block 𝜗  in the 

frame. Here, each flow vector is binned based on 

angle and weighted based on the magnitude.  

ii) Optical flow extraction 

For computing optical flow, a binary mask is 

created using image subtraction between 

𝑓𝑚and𝑓𝑚+𝑣frame.  For a specific threshold, 𝑈if the 

resulting difference is less than 𝑈then, the pixel is 

discarded or else set for moving pixels.  

iii) HOFM 

The HOFM utilizes the optical flow information, 

which is the orientation and magnitude for 

constructing the feature vector. For feature vector, a 

matrix is constructed 𝐵𝜏×𝜐 , where 𝜏 is number of 

orientation ranges and 𝜐 is the number of HOOF 

magnitude ranges. Thus, the matrix is formed based 

on the orientation of vector and magnitude of vector. 

Thus, for given pixels 𝑝(𝑎, 𝑏, 𝑐) and𝑝′(𝑎, 𝑏, 𝑐), the 

vector filed belongs to magnitude 𝐹and orientation𝜃. 

Thus, the feature matrix 𝐵is considered at each time 

interval𝑙and is given as,  

 
𝐵(𝑖, 𝑜) =

∑ {
1𝑖𝑓(𝜂 = 𝑚𝑜𝑑( 𝐹, 𝐹′))𝑎𝑛𝑑(𝜌 = 𝑚𝑜𝑑( 𝜃, 𝑣)

0𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒�⃗� 

                                   (13) 
 

Where, 𝑖represents the orientation and 𝑜indicates 

the magnitude. After applying HOFM to each 

detected objects, the output obtained is given as the 

events which is represented as, 

 

𝐸 = {𝐸1, 𝐸2, …𝐸𝑍, …𝐸𝑇}              (14)
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Where, 𝑇 represents the total events and 

𝐸𝑍indicates the 𝑍𝑡ℎevent. 

The obtained events are subjected to NB 

classifier for obtaining the retrieved events, which is 

elaborated in the next section. 

3.4 Retrieval of objects using the Naive Bayes 

classifier 

The NB classifier is well-known for its speed, as 

it has the capability for making real-time predictions. 

Moreover, the NB classifier can predict the posterior 

probability of different classes in order to produce a 

higher success rate. The NB classifier is simple and 

needs less data for the classification. The NB 

classifier is described as a probabilistic classifier, 

which is derived on the basis Bayes theorem using 

specific features. Here, the proposed LSSA method is 

utilized for training the NB classifier. The proposed 

LSSA is designed by integrating SSA with LA for 

generating optimal probabilistic parameters. The NB 

classifier calculates the mean and variance of each 

sample and then calculates the posterior function [32]. 

Then, the output obtained is the sample, which has a 

higher probability value as the output. Here, the NB 

classifier is used for retrieving the events.  

The equivalent class label 𝜅for each event can be 

generated using the NB classifier by defining the 

relevant objects from the classified events is given as, 

 

𝜅 = 𝑎𝑟𝑔𝑚𝑎𝑥
𝑍=1

𝑇
𝑝𝑜𝑠𝑡(𝐸𝑍|𝑇)                                 (15) 

 
Where, 𝑝𝑜𝑠𝑡(𝐸𝑍|𝑇) indicates the posterior 

probability of the events of the𝑍𝑡ℎevent of the test 

data based on class and 𝑇 indicates the number of 

events. 

 

𝑝𝑜𝑠𝑡(𝐸𝑍|𝑇) = 𝑝(𝜅𝑇)∏ 𝑝(𝐸𝑍
𝑇|𝜅𝑇)

𝑇
𝑍=1                   (16) 

 

𝑝(𝐸𝑍
𝑇|𝜅𝑇) =

1

√2𝜋𝜎𝑇
2
× 𝑒

(−
(𝐸𝑇−𝜇𝑇)

2

2𝜎𝑇
2 )

                       (17) 

 
Where, 𝜇𝑇 represents the mean value and 

𝜎𝑇 indicates the value of variance, 𝜇𝑇 and 𝜎𝑇 are 

calculated during the training phase. 𝑝(𝜅𝑇) refer 

probability of the class. 

3.4.1. Optimization of naive bayes parameters 

The NB classifier assumes strong independent 

distributions in accordance with the HOFM features. 

The NB classifier employs Bayes theorem to 

determine the probability of data fitting into a 

particular class with given events. The NB classifier 

is trained using the proposed LSSA algorithm. The 

solution encoding, fitness function, and the proposed 

LSSA algorithm are elaborated as follows. 

i) Solution encoding and evaluation of fitness 

The solution encoding provides a symbolic 

solution representation for optimizing the tuning 

parameters of the NB classifier using the proposed 

LSSA algorithm. Assume 𝑇be the total number of 

classes, which represents total events. Moreover, the 

number of features considered in the NB classifier 

includes mean and variance. The number of classes 

represents the number of events. Each event 𝑇possess 

the dimension of[1 × (𝜅 × ℓ)], wherein 𝜅represents 

the number of classes based on the number of features 

given asℓ.  

The fitness function used to select the best 

objects is based on accuracy, and the fitness function 

is considered to be the maximization function, and an 

equation for fitness computing is shown as, 

 

𝐹𝑖𝑡𝑛𝑒𝑠𝑠 =
𝑇𝑝+𝑇𝑛

𝑇𝑝+𝑇𝑛+𝐹𝑝+𝐹𝑛
               (18) 

 
Where, 𝑇𝑝is true positive, 𝐹𝑝denote false positive, 

𝑇𝑛represents true negative, and 𝐹𝑛is the false positive. 

iii) Proposed integrated LSSA algorithm  

This section elaborates on the proposed LSSA for 

training the NB classifier in order to determine the 

video objects. The SSA is inspired from the salps 

swarming behaviour while foraging and navigating in 

the oceans. This algorithm enhances the random 

solution in an effective manner and produces optimal 

solutions with high coverage. Addresses the 

problems of real-world having complex unknown 

search spaces and it are effective in determining the 

accurate solution by solving the issues of multi-

objective with unknown search spaces. The LA is 

inspired from the social behaviours of lion’s. 

Moreover, the LA is considered as the best solution 

for solving the optimization issues. Hence, the 

integration of the LA and SSA obtained global 

optimal solution with effective calculation and 

approximation.  

 
1. Initialization  

 The first step is the initialization of the 

solutions using the SSA and is given as, 

 
𝑄 = {𝑄1, 𝑄2, … , 𝑄𝑥 , … , 𝑄𝑧}                       (19) 
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Where, 𝑄𝑥 represents 𝑥𝑡ℎ solution, and 𝑧 is total 

solutions.  

 

2. Evaluation of fitness function 

The fitness of each individual solution is 

computed shown in equation (18), and the solution 

that has the maximum fitness value is selected as the 

optimal solution. 

 
3. Determination of update equation 

The SSA is very competent and provides 

optimum performance while calculating the issues, 

and there is less parameter needed for fine-tuning and 

the SSA is recognised for its simpler algorithmic 

structure. As per the SSA algorithm, the updated 

solution is given as,  

 

𝑄𝑜
𝐴 =

1

2
(𝑄𝑜

𝐴 + 𝑄𝑜
𝐴−1)              (20) 

 

𝑄𝑜
𝐴(𝜐 + 1) =

1

2
(𝑄𝑜

𝐴(𝜐) + 𝑄𝑜
𝐴−1(𝜐))

 
            (21) 

 

Where, 𝑄𝑜
𝐴(𝜐 + 1) represents the update solution, 

𝑄𝑜
𝐴(𝜐) denotes the current solution and 𝑄𝑜

𝐴−1(𝜐) is 

the previous solution. The LA is recommended by the 

researchers for solving the problems generated from 

the open-source optimization tools. Thus, the update 

equation of the LA is given by, 

 

𝑄𝑜
𝐴[(𝜐)] = 𝑄𝛾

𝑤(𝜐) + (0.1𝜆2 − 0.05) (𝑄𝛾
𝜌(𝜐) −

𝜆1 (𝑄𝛾
𝑤(𝜐)))                              (22) 

 

Where, 𝑄𝛾
𝑤(𝜐) and 𝑄𝛾

𝜌
(𝜐) indicates the 𝑤𝑡ℎand 

the 𝜌𝑡ℎ vector elements, and 𝜆1  𝜆2 represents the 

random integers ranging in between [0, 1] and 𝛾is the 

random integer obtained at interval 𝜐 . The final 

update equation is obtained by integrating the update 

position of SSA with the update position of LA. 

𝑄𝑜
𝐴(𝜐 + 1)  is represents the update solution, and 

𝑄𝑜
𝐴−1(𝜐) is the previous solution. 

 

4. Terminate  

The optimal solutions are derived iteratively until 

the maximum number of iterations. Thus, whenever 

there is a query for video object retrieval, the features 

of the input video frames are refined and fed to the 

NB classifier that processes the HOFM features of the 

detected objects from the input query with respect to 

the original indexed database and derives the relevant 

object and events for the concerned input video. 

4. Results and Discussion 

This section presents the results and discussion in 

terms of the performance metrics, and compares the 

results of proposed method with the existing methods 

to demonstrate the better performance of the 

proposed method.  

4.1 Database description  

The analysis of the proposed method is carried 

out with five videos taken from the CAVIAR dataset 

[33]. The CAVIAR dataset includes a collection of 

different videos containing different scenarios, such 

as one shop, walk by shop, walking, three persons 

walking, shopping and so on.  

4.2 Experimental setup 

The performance is evaluated using the 

MATLAB environment.  Experimentation is done on 

a personal computer with Intel Core i-5 processor 

4GB RAM and a 64-bit operating system.  

4.3 Performance metrics 

Precision: Precision in terms of the video 

retrieval system refers to the fraction of the most 

relevant trajectory of the object retrieved as 

compared to the search. A good retrieval mechanism 

depends on the retrieved relevant trajectory of the 

object in the video. 

Recall: Recall refers to the fraction of the 

successfully retrieved trajectory that is relevant to the 

query trajectory. A good retrieval mechanism 

retrieves all possible trajectories relevant to the query. 

F-measure: 𝐹measure is defined as the harmonic 

mean of precision and recall. 

 

𝐹 =
2(𝑃𝑅)

𝑃+𝑅
                                                             (23) 

 
Where 𝑃 and 𝑅 is the precision and recall. 

4.4 Methods taken for comparison 

The analysis is performed using a comparative 

method such as NSA+EWMA, Exponential weighted 

moving average (EWMA), Nearest Search 

Algorithm-based nonlinear autoregressive exogenous 

neural network (NSA+NARX). 

NSA: NSA finds the position of the object by an 

extension parameter, which determines the location 

of the object in all the consecutive frames depends on 

the minimum distance value. 
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EWMA: In EWMA, the object is tracked depends 

on the location. EWMA determines the weighted 

function and exponential function for finding the 

position of the target object and tracks the path of the 

object in video frames. 

NSA+EWMA: This work uses both NSA and 

EWMA for retrieving the video object. NSA and 

EWMA algorithms are hybridized for tracking the 

exact position of the object in the video frame [30].  

NSA+NARX: This work uses both NSA and 

NARX to retrieve the video object and is averaged to 

determine the object tracking [34]. 

4.5 Experimental results 

This section elaborates on the performance 

analysis using videos taken from the CAVIAR 

dataset. In this, the objects are tracked, and the 

relevant objects of the video are stored in the database. 

Fig. 2 represents input frame and a retrieved object 

based on HOFM. 

4.6 Performance analysis  

Fig. 3 shows the performance analysis of the 

proposed method based on Recall, F-measure, and 

Precision. The results of proposed LSSA-NB 

classifier method are compared with existing 

techniques like NSA, EWMA, NSA+EWMA and 

NSA+NARX. 

The analysis of methods based on recall, F-

measure, and precision is illustrated in Fig. 3. The 

analysis of methods in terms of precision parameter 

is demonstrated in Fig. 3a. When the retrieval objects 

are 2, the corresponding precision values computed 

by existing NSA is 78.134%, EWMA is 82.436%, 

NSA+EWMA is 82.451%, NSA+NARX is 84.434%, 

and proposed LSSA-NB is 82.985%, respectively. 

Likewise, when the retrieval objects are 4, the 

corresponding precision values computed by existing 

NSA is 72.956%, EWMA is 72.106%, NSA+EWMA 

is 77.145%, NSA+NARX is 77.985%, and proposed 

LSSA-NB is 81.985%, respectively.  

The analysis of methods based on the recall 

parameter is depicted in Fig. 3b. When the retrieval 

objects are 2, the corresponding recall values 

computed by existing NSA is 82.853%, EWMA is 

77.847%, NSA+EWMA is 83.091%, NSA+NARX is 

86.324%, and proposed LSSA-NB is 86.451%, 

respectively. Likewise, when the retrieval objects are 

4, the corresponding recall values computed by 

existing NSA is 82.853%, EWMA is 77.847%, 

NSA+EWMA is 83.091%, NSA+NARX is 86.324%, 

and proposed LSSA-NB is 87.451%, respectively. 

The analysis of methods based on the F-measure 

parameter is depicted in Fig. 3c. When the retrieval 

objects are 2, the corresponding F-measure values 

computed by existing NSA is 82.775%, EWMA is 

77.160%, NSA+EWMA is 82.935%, NSA+NARX is 

84.399%, and proposed LSSA-NB is 87.847%, 

respectively. Likewise, when the retrieval objects are 

4, the corresponding F-measure values computed by 

existing NSA is 77.598%, EWMA is 72.136%, 

NSA+EWMA is 80.487%, NSA+NARX is 82.847%, 

and proposed LSSA-NB is 86.847%, respectively. 

4.7 Comparative discussion 

Table 1 discusses the comparative analysis of the 

existing and proposed methods based on maximal 

performance using recall, F-measure, and precision 

values. The analysis is done by analyzing five videos 

using performance measures. The highest precision 

values achieved by existing NSA is 72.956%, 

EWMA is 72.106%, NSA+EWMA is 77.145%, 

NSA+NARX is 77.985%, whereas the proposed 

LSSA-NB is 82.985%, respectively. The highest 

recall values achieved by existing NSA is 77.623%, 

EWMA is 75.347%, NSA+EWMA is 80.310%, 

NSA+NARX is 82.451%, whereas the proposed 

LSSA-NB is 87.451%, respectively. The highest F-

measure values achieved by existing NSA is 

77.598%, EWMA is 72.136%, NSA+EWMA is 

80.487%, NSA+NARX is 82.847%, whereas the 

proposed LSSA-NB is 87.847%, respectively. 

5. Conclusion 

Video object retrieval is proposed for tracking the 

objects from the videos. The proposed method is 

devised in three phases, namely object tracking, event 

extraction, and retrieval. In object tracking, the 

location of the video object is detected by employing 

a hybrid model named NSA-SVR; the spatial 

tracking is done using SVR, whereas visual tracking 

done for retrieving the relevant objects. The tracked 

objects are indexed in the database by applying the 

HOFM to each tracked object in such a way that the 

Naive Bayes classifier is trained using an indexed 

database. In the video object retrieval, the query of 

the tracked object is given to the classifier, wherein 

the matching is done for retrieving the relevant 

objects. Then, the identified events related to the 

query are retrieved using the proposed LSSA-NB 

classifier. The results of the proposed method prove 

the effectiveness of the method. This proposed 

method is better with respect to the metrics with 

greater values of precision, recall and F-measure as 

82.985%, 87.451%, and 87.847%, respectively. 
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(a) (b) 

Figure. 2. Experimental results of proposed LSSA-NB classifier using  

(a) input frame, and (b) retrieved object based on HOFM output 

  
(a) (b) 

 
(c) 

Figure. 3 Analysis of methods using: (a) precision, (b) recall, and (c) f-measure 
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Table 1. Comparative analysis 

Videos Metrics NSA EWMA NSA+EWMA NSA+NARX Proposed 

LSSA-NB 

Using 

video 1 

Precision 71.367 71.155 72.685 79.008 81.008 

Recall 74.903 72.318 75.122 79.793 82.793 

F-measure 71.863 73.565 75.082 77.142 79.808 

Using 

video 2 

Precision 72.956 72.106 77.145 77.985 82.985 

Recall 77.571 72.140 77.996 81.662 84.662 

F-measure 77.598 72.136 80.487 82.847 87.847 

Using 

video 3 

Precision 71.442 72.885 72.650 78.402 80.688 

Recall 77.145 72.565 77.145 77.751 80.751 

F-measure 73.685 71.723 77.498 79.082 81.991 

Using 

video 4 

Precision 72.902 72.771 74.448 75.470 77.755 

Recall 77.623 75.347 80.310 82.451 87.451 

F-measure 75.662 73.572 77.285 77.362 80.271 

Using 

video 5 

Precision 73.281 71.439 73.842 79.190 81.857 

Recall 72.565 75.079 77.360 77.602 80.602 

F-measure 74.227 74.376 74.545 79.755 82.955 
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