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Abstract: Lately, with the rapid growth of various technologies, identifying the information of gender and age give 

short speech utterances has become a necessity for many applications in daily life like human-robot interaction, 

targeted marketing, identifying suspects in criminal cases, etc. Despite the comprehensive studies carried out to extract 

descriptive features, the recognition accuracy is still not satisfactory. In this study, an automatic system is proposed to 

classify age and gender in short speech utterances without depending on the text. Firstly, two groups of features are 

extracted from each utterance frame, followed by measuring 10 statistical functionals for each extracted feature 

dimension. After that, the extracted features dimensions are normalized using the Quantile technique. Then, the 

CatBoost machine is utilized as an important features detection to select the most discriminatory features for speaker 

age and gender recognition tasks. For classification purposes, the selected feature dimensions are fed into the Support 

Vector Machine (SVM). Experiments are conducted on the aGender data-set for measuring the suggested system's 

performance. The unweighted accuracies (UA) of the proposed system for gender, age, in addition to gender & age is 

89.62%, 72.29%, and 71.96%, respectively. The achieved results outperform recent results on the same data-set. 

Keywords: Speaker age and gender recognition, Statistical functionals, Quantile technique, CatBoost machine, 

aGender data-set. 

 

 

1. Introduction 

Individuals use nonverbal information sources 

(i.e., paralinguistic), not just verbal information 

sources (i.e., speech) in their daily voice-based 

communications. The former might include the 

characteristics of the speaker like identity, gender, 

emotional state, age, along with the existence of 

disease conditions. Nonverbal information can be 

used to render specific services on the internet 

without directly contacting the users [1]. In addition, 

an automatic system concerning the recognition of 

gender and age in short speech utterances was vital 

for the purposes of forensic medicine, for instance, to 

narrow down the list of suspects following 

committing crimes in the case when samples of 

speech are available. Besides, the system might be 

utilized for increasing the efficiency of targeted 

advertising and in health-care institutions [2]. 

Because of the wide-spreading as well as prevention 

attempts of coronavirus pandemic (COVID-19), such 

a system is particularly suitable for the last 

application by allowing the identification of seniors 

at risk. Concerning speech processing, the 

recognition of gender and age given short speech 

utterances was a difficult task. Challenges in this field 

include text-independent or text-dependent system 

design, accent variances resulting from various 

speakers, and background noise [3, 4]. 

In such a system, there are three major phases: 

feature extraction, feature selection, and 

classification. In terms of the stage of feature 

extraction, distinctive features are calculated from 

speech signals that uniquely represent the speaker's 

gender and age information. Generally, the feature 

sets might be evaluated via utilizing prosodic, 

spectral, or glottal properties related to the speech 

utterances [3]. The most used features in such a 
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system include the Mel-frequency cepstral 

coefficients (MFCCs) [1–5], formants frequency [5], 

fundamental frequency (F0) [4, 5], jitter and shimmer 

[5], and i-vectors [6]. The feature selection stage aims 

at decreasing the number of feature dimensions to 

reduce the time as well as the storage space needed 

for experiments while enhancing the accuracy of 

recognition. Recently, ensemble methods are used to 

feature important detection [7]. Among them, the 

CatBoost machine is considered one of the most 

powerful machines [8]; it is used for feature selection 

in [7, 9, 10]. The stage of classification aims at 

designing a classifier that utilizes the chosen feature 

set to recognize the speaker's gender and age 

information. The most used classifiers in such system 

include deep neural networks (DNNs) [1, 2, 11], 

gaussian mixture model (GMM) [5, 11], Gaussian 

mixture model universal background model (GMM-

UBM) [3], and Support Vector Machine (SVM) [4, 5, 

12]. 

Schuller et al. (2010) [13] presented a 

paralinguistic three sub-challenges utilizing the 

aGender data-set [14]. In the gender sub-challenge, 

the speaker gender has to be determined in 3 groups: 

female, male, and child. In the age sub-challenge, the 

speaker's age has to be determined in 4 groups: senior, 

adult, youth, and, child. However, in the last sub-

challenge, which is considered as a combination 

regarding such 2 sub-challenges, the speakers will be 

divided into 7 groups as senior female, adult female, 

youth female, senior male, adult male, youth male, 

and child.  

As the distribution among classes is not balanced, 

Unweighted Accuracies (UA) is the baseline 

performance measure. In addition, the baseline study 

[13] has been used SVM with the linear kernel; their 

best performance results for gender, age, in addition 

to gender & age recognition reached (80.42, 48.91, 

and 44.94) %. The best result among competitors in 

the paralinguistic sub-challenges was achieved by 

Kockmann et al. (2010) [12]. Their system used both 

prosodic and acoustic features, SVM and GMM 

classifiers. Their best performance results for gender, 

age, in addition to gender & age recognition reached 

(81.82, 52.88, and 53.86) %. After the paralinguistic 

sub-challenges [13], there was a growing interest in 

research in this field. Li et al. (2013) [15] combined 

seven different sub-systems to improve the baseline 

performance. Their system used prosodic and 

acoustic features, as well as SVM and GMM 

classifiers. They have demonstrated weighted 

summation-based fusion related to such 7 sub-

systems at score level. Their best performance results 

for gender, age, in addition to gender & age 

recognition reached (81.70, 52.80, and 50.30) %. 

Barkana et al. (2015) [4] presented a pitch range-

based feature set for gender and age recognition. 

Their system used k-nearest neighbors (KNN) and 

SVM classifiers for evaluating the efficiency of the 

suggested feature sets. Their best performance results 

for gender, age, in addition to gender& age reached 

(84.70, 66.20, and 63.70) %. Yücesoy et al. (2016) 

[5] presented an approach that includes score level 

fusion regarding 7 sub-systems. Their fused system 

used prosodic and spectral features, also SVM, GMM, 

and GMM supervector based SVM classifiers. Their 

best performance results for gender, age, in addition 

to gender & age reached (90.40, 54.10, and 53.50) %. 

Grzybowska et al. (2016) [6] examined using i-

vectors for gender and age recognition. They used the 

cosine distance scoring for classification. Their best 

performance results reached 62.90% for age & 

gender recognition. Qawaqneh et al. (2017) [11] 

presented a system that applies a bottle neck feature 

(BNF) extractor in addition to DNN for gender and 

age recognition. Moreover, the BNF extractor was 

utilized for generating transformed MFCCs features, 

while DNN has been used to classify the transformed 

features. Their best results reached a performance of 

58.98% for age & gender recognition. Abu-Mallouh 

et al. (2017) [3] proposed a model for generating 

bottleneck features from DNN in addition to GMM–

UBM classifier in terms of speaker's gender and age 

recognition. The DNN with a bottleneck layer was 

trained in an unsupervised way to calculate the initial 

weights between layers. Then, it was tuned and 

trained in a supervised way for generating 

transformed MFCC features. GMM–UBM was 

utilized for building the model of GMM for each one 

of the classes, and the models were also utilized for 

classifying the speaker's gender and age. Their best 

performance results reached 57.63% for age & 

gender recognition. Markitantov et al. (2019) [1] 

presented different DNN topologies based on 

convolutional and fully-connected layers for the 

speaker's gender and age recognition. Their system 

uses MFCC and Mel-spectrogram (MEL) features, as 

well as fully-connected DNN and convolution neural 

networks (CNN) classifiers. Their best performance 

results for gender, age, in addition to gender & age 

recognition reached (88.80, 57.53, and 48.41) %. 

Markitantov (2020) [2] presented a transfer learning 

method with regard to gender and age recognition. 

They modified the pre-trained models, including 

VGG-16, AlexNet, ResNet34, ResNet18, ResNet50, 

along with recent EfficientNet-B4 from Google, also 

developed time-delay neural networks (TDNN) and 

1D-CNN models for speaker's age and gender 

recognition. Their best performance results for 
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gender, age, in addition to gender & age recognition 

reached (81.74, 51.71, and 48.96) %.  

Although many feature groups were investigated 

to recognize the speaker's gender and age, researchers 

have not yet identified the best feature groups for this 

task. This is because most previous studies combine 

multiple feature groups to enhance the performance; 

however, recognition errors from these different 

feature groups may not be complementary. The 

present study aims at filling this research gap by 

exploring the strength of the CatBoost machine in 

features important detection. The main contributions 

of this study can be summarized in the following 

points:  

• Combining two feature groups, which are 

MFCCs, Spectral Subband Centroids (SSCs). 

Then, measuring 10 statistical functionals for 

each extracted feature dimension to achieve the 

greatest possible gain from each feature vector.  

• Exploring the strength of using the CatBoost 

machine as a supervised features selection 

approach.  

The rest of this study is categorized in the 

following way: Section 2 provides the proposed 

methodology. The results of simulations and 

experiments are shown in Section 3. Finally, Section 

4 sets out the study conclusions and ideas for future 

works.  

2. The proposed methodology 

As shown in Fig. 1, the methodology of this study 

consists of five main stages: features extracting, 

statistical functionals measuring, features 

standardizing, features selecting, and speaker age and 

gender recognizing. Initially, appropriate features are 

extracted from each speaker's utterance, followed by 

features scaling to fall within a smaller range using 

the standardization technique. Then, by using the 

features selection method, the high dimensional 

features will be transformed into more discriminative 

low dimensional features. Finally, the SVM classifier 

is used to recognize the speaker's age and gender.  

2.1 Utterance based features extraction 

Among all types of speech-based feature 

extraction domains, Cepstral domain features are the 

most successful ones in recognition of speaker's 

gender and age tasks, where a Cepstrum was acquired 

via taking an inverse Fourier transform related to 

signal spectrum. MFCC is the most important method 

to extract speech-based features in this domain [16, 

17]. MFCCs magnificent role stems from the 

capability for exemplifying the speech amplitude's in 

a concise form. A speaker's voice is filtered by the 

articulator form of the vocal tract, such as the nasal 

cavity, teeth, and tongue. This shape affects the 

vibrational characteristics of the voice. If the shape is 

precisely controlled, this should give an accurate 

depiction of the phoneme being formed [4, 17]. The 

procedure for obtaining the MFCC features is 

explained in the following steps [18]: 

1. Preemphasis: This relates to filtering that stresses 

the high frequencies. Therefore, a few glottal 

impacts were eliminated from the vocal tract 

parameters by preemphasis.  

2. Frame blocking and windowing: The speech 

must be studied for a short-period (frames) for 

stable acoustic characteristics. A window was 

used on each one of the frames for tapering the 

signal towards the frame's limits. Hamming 

windows are usually used.  

3. FFT spectrum: By applying the Fast Fourier 

Transform (FFT), each one of the windowed 

frames were converted into a magnitude 

spectrum.  

4. Mel spectrum: it is evaluated via passing the FFT 

signal via a set of band pass filters referred to as 

Mel-filter bank. In addition, Mel is considered as 

a measurement unit based on the perceived 

frequency of the human ears. Approximately, the  

 

 
Figure. 1 The general framework of the proposed system 
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Mel scale is less than 1 kHz linear frequency 

spacing and above 1 kHz logarithmic spacing. 

There is a possibility for expressing the 

approximation related to Mel from physical 

frequency, like in Eq. (1). In addition, the warped 

axis, on the basis of non-linear function provided 

in Eq. (1), was conducted for mimicking the 

human ears' perception. The most commonly 

used filter shape is triangular. When the spectrum 

magnitude is multiplied by each one of the 

triangular Mel weighting filters, the Mel related 

to magnitude spectrum X (k) is evaluated in Eq. 

(2).  

 

𝑓𝑀𝑒𝑙 = 2595 log10(1 +
𝑓

700
)                (1) 

 

𝑠(𝑚) =  ∑[|𝑋(𝑘)|2 𝐻𝑚(𝑘)];

𝑁−1

𝑘=0

     

                       0 ≤ 𝑚 ≤ 𝑀 − 1                        (2) 

 

Where 𝑓𝑀𝑒𝑙  is the perceived frequency in Hz, 

while f represents the physical frequency. M 

represents the total number of triangular Mel 

weighting filters, 𝐻𝑚(𝑘)  represents the 𝑘𝑡ℎ 

energy spectrum bin weight which contributes to 

𝑚𝑡ℎ output band.   

5. Discrete cosine transforms (DCT): The levels of 

energy in adjacent bands have a tendency for 

being correlated due to the fact that the vocal tract 

was smooth. A set of cepstral coefficients is 

produced by the DCT utilized to the transformed 

Mel frequency coefficients. Lastly, MFCC is 

calculated as expressed in Eq. (3).  

 

𝑐(𝑛)

=  ∑ 𝑙𝑜𝑔10 (𝑠(𝑚)) cos(
𝜋𝑛(𝑚 − 0.5)

𝑀
) ; 

𝑀−1

𝑚=0

  

                            𝑛 = 0,1,2,… , 𝐶 − 1            (3) 

 

In which c(n) represents the cepstral coefficients, 

while C represents the number of MFCCs.  

6. Dynamic MFCC features: The additional 

information on the signal's time dynamics was 

acquired via evaluating the 1st and 2nd 

derivatives related to cepstral coefficients since 

they contain only information from the given 

frame. Eq. (4) shows the majorly utilized 

definition for dynamic parameter computation.  
 

∆𝑐𝑚(𝑛) =  
∑ 𝑘𝑖𝑐𝑚(𝑛+𝑖)𝑇

𝑖=−𝑇

∑ |𝑖|𝑇
𝑖=−𝑇

                    (4) 

 

Where, 𝑐𝑚(𝑛) is the 𝑚𝑡ℎ  feature for 𝑛𝑡ℎ  time 

frame, 𝑘𝑖 represents 𝑖𝑡ℎ weight and T represents 

the number of successive frames utilized for 

computations. 

SSCs features intend to be a complement to the 

MFCCs features in speech recognition. The addition 

of noise to the speech signals affects the spectrum of 

speech power at all frequencies, but in the higher 

amplitude (i.e., formant) of the spectrum, the effect is 

less noticeable. Therefore, to ensure the robustness of 

the feature, some formant-like features have to be 

investigated; SSC features are similar to the formant 

frequencies and can be easily and reliably extracted 

[19]. The entire frequency band (0 to Fs/2) is divided 

into N number of sub-bands for computation of SSCs, 

where Fs is the speech signal sampling frequency. 

SSCs were found via using the filter banks to signal 

power spectrum and, after that, evaluating the first 

moment (centroid) regarding each one of the sub-

bands. SSC of mth sub-band is calculated as seen in 

Eq. (5), where Fs represents the sampling frequency, 

P(f) represents the short time power spectrum, ⍵m(f) 

represents the frequency response related to mth 

bandpass filter, and γ represents the parameter which 

controls the dynamic range regarding power 

spectrum [20]. 

 

𝐶𝑚 = 
∫ 𝑓 𝜔𝑚(𝑓)𝑃𝛾(𝑓)𝑑𝑓
𝐹𝑠

2⁄

0

∫ 𝑓 𝜔𝑚(𝑓)𝑃𝛾(𝑓)𝑑𝑓
𝐹𝑠

2⁄

0

                       (5) 

 

Since SSCs features are proposed to be 

complementary to the MFCCs features, these two 

groups of features were incorporated in this study in 

which the recognition errors from these feature 

groups are complementary. In the beginning, each 

speaker's utterance is split into frames with a window 

size of 25 milliseconds and a frameshift of 10 

milliseconds to ensure that each frame contains 

robust information. Then, two groups of features are 

extracted from each utterance frame, namely MFCCs 

(i.e., 20-dimensions with its first and second 

derivative), and SSCs (i.e., 26- dimensions).  

2.2 Statistical features generation 

To override the issue of varying features size 

between different speaker utterances as well as to 

achieve the greatest possible gain from each feature 

dimension, the features with dynamic size extracted 

from the previous stage are turned into features with 

static size by measuring 10 statistical functionals for 

each dimension. These statistical functionals include 

mean, min, max, median, stander deviation, skewness, 
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kurtosis, first quantile, third quantile, and 

interquartile range (Iqr). The total output of features 

dimension in this stage is 600 for MFCC and 260 for 

SSC.  

2.3 Features normalization using quantile 

technique 

Quantile normalization is a global method of 

adjustment that assumes that each sample's statistical 

distribution is the same [21]. This method is 

supported by the idea that in the case where all N data 

vectors have the same distribution, the quantiles are 

plotted in N-dimensions and provide a straight line 

along the unit vector line. This indicates that if one 

projects the points of our N-dimensional quantile plot 

onto a diagonal, one might have the ability if creating 

a data-set with the same distribution. This implies 

that the same distribution can be given to each array 

via taking the mean quantile as well as replacing it 

with the data item value in the original data-set [22]. 

This motivates the following steps by giving them the 

same distribution to normalize a set of data vectors 

[21]: 

1. given n arrays of length p, form X of dimension 

(p × n) in which each one of the arrays was a 

column; 

2. sorting each one of the columns of X for giving 

𝑋𝑠𝑜𝑟𝑡; 

3. taking the means across rows of 𝑋𝑠𝑜𝑟𝑡  and 

assigning the mean for each one of the elements 

in the row for getting �̃�𝑠𝑜𝑟𝑡;  

4. get 𝑋normalized via rearranging each one of the 

columns �̃�𝑠𝑜𝑟𝑡  for having the same ordering as 

the original X. 

The expression of features in smaller units will 

result in a wider range of these features and thus will 

tend to give such features a greater effect. The 

normalization process involves transforming the data 

to fall within a smaller range. Therefore, due to the 

great usefulness of the normalization process in 

machine learning methods, the features extracted 

from the previous stage will be normalized using the 

quantile method.  

2.4 Important features selection using catBoost 

machine 

Gradient boosting can be defined as one of the 

significant approaches to machine learning, 

achieving excellent results in various practical tasks. 

Essentially, gradient boosting is one of the processes 

used to construct an ensemble predictor through 

conducting a gradient descent in the functional space 

[23]. Within the framework related to gradient 

boosting decision tree (GBDT), three main 

implements have been developed: Light Gradient 

Boosting Machine (LightGBM), eXtreme gradient 

Boosting (XGBoost), and CatBoost. LightGBM 

efficiently enhances the calculation efficiency, while 

XGBoost achieves massive parallelism. Yet, 

LightGBM and XGBoost have an inherent problem 

of prediction shift [24]. In addition, CatBoost is 

considered more significant compared to LightGBM 

and XGBoost in terms of accuracy as well as the 

generalization ability via solving such a problem. 

Particularly, CatBoost ensembles the symmetric 

decision trees with symmetry structures endowing its 

few parameters, faster testing and training, as well as 

high accuracy. CatBoost replaces the gradient 

estimation approach of the conventional gradient 

boosting algorithm with ordered boosting, thus 

decreasing the gradient estimation bias and 

enhancing the capability of generalization [24].  

Assuming a data-set 𝐷 = {(𝑥𝑘 , 𝑦𝑘)}𝑘=1
𝑛 , in which 

𝑥𝑘  represents a d-dimensional feature vector, while 

𝑦𝑘 ∈ 𝑅  represents the corresponding label. In 

addition, the symmetric decision trees have been 

designed when the whole feature space is recursively 

partitioned. Considering that the feature space 𝑅𝑑 

related to CatBoost was divided into J disjoint regions 

(tree nodes), each one of the regions (tree leaf) has a 

corresponding value 𝑏𝑗, which is an estimated value 

related to the predicted class label. The decision tree 

h might be written as a superposition regarding the 

estimated values of all regions [24]: 

 

ℎ(𝑥) = ∑ 𝑏𝑗 𝐼
𝐽
𝑗=1                               (6) 

 

where I is an indicator function [24]: 

 

𝐼{𝑥∈𝑅𝑗}
= {

1    𝑖𝑓 𝑥 ∈ 𝑅𝑗 

0  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
                    (7) 

 

In the process of gradient boosting, a series of 

approximate functions 𝐹𝑡: 𝑅𝑑 ⟶ 𝑅 were created for 

minimizing the expected loss ℒ(𝐹): 𝐸𝐿(𝑦, 𝐹(𝑥)) in a 

greedy manner [24]:  

 

𝐹𝑡 = 𝐹𝑡−1 + 𝛼ℎ𝑡                       (8) 
 

In which α represents the size of the step and ℎ𝑡 

represents a tree that was chosen from the functions 

for minimizing ℒ(𝐹) in 𝑡𝑡ℎ iteration [24]: 

 

ℎ𝑡 = 𝑎𝑟𝑔𝑚𝑖𝑛 𝐸𝐿(𝑦, 𝐹𝑡−1(𝑥) + ℎ(𝑥))          (9) 

 

The least-squares function uses the loss function for 

the most part. The step of negative gradient was 
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utilized for solving the minimization problem. Thus, 

Eq. (9) was transformed in the following [24]: 

 

ℎ𝑡 = 𝑎𝑟𝑔𝑚𝑖𝑛 𝐸(−𝑔𝑡(𝑥, 𝑦) − ℎ(𝑥))2          (10) 

 

In which, 𝑔𝑡(𝑥, 𝑦) ≔
𝜕𝐿(𝑦,𝐹𝑡−1(𝑥))

𝜕𝐹𝑡−1(𝑥)
, following N 

iterations, one might obtain a series of approximate 

functions 𝐹𝑡(𝑡 = 0, 1, … )  and summing them for 

getting the final model [24]: 

 

𝐹(𝑥) =  ∑ ℎ𝑡𝑁
𝑡=1                            (11) 

 

It must be indicated that the aim of the first tree 

ℎ1  was y, whereas the latter trees ℎ𝑡  regard the 

residuals 𝑟𝑡  of targets y and the estimated results 

ℎ𝑡−1(𝑥) regarding the previous model as their goals. 

Thus, the classification model 𝐹𝑡  at each step of 

boosting depends on the target values related to all 

training samples that were utilized for building the 

previous model 𝐹𝑡−1. It indicates the target leakage, 

leading to a prediction shift of the learned model. In 

addition, the prediction shift is going to impact the 

model's generalization capability and the 

performance related to the driving style classification. 

Based on the ordered boosting principle, CatBoost 

enhances the standard gradient boosting process and 

implement no bias boosting [24]. Furthermore, the 

principle related to ordered boosting was as in 

Algorithm 1 [23]. In such a way, no target 𝑦𝑘  was 

revealed in boosting's previous steps; also, CatBoost 

might be achieving high generalization performance. 

In addition to the high ability of generalization, 

the CatBoost superiority over LightGBM and 

XGBoost motivates this study to choose the CatBoost 

machine as a supervised features selection technique.  

 
Algorithm (1): The Ordered Boosting [23].  

Input: {(𝑥𝑘 , 𝑦𝑘)}𝑘=1
𝑛 , I ; 

Step 1: 𝜎 ← 𝑟𝑎𝑛𝑑𝑜𝑚 𝑝𝑒𝑟𝑚𝑢𝑡𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 [1, 𝑛] ; 

Step 2: 𝑀𝑖 ← 0 𝑓𝑜𝑟 𝑖 = 1…𝑛 ; 

Step 3: 𝒇𝒐𝒓 𝑡 ← 1 𝒕𝒐 𝐼 𝒅𝒐  

 𝒇𝒐𝒓 𝑖 ← 1 𝒕𝒐 𝑛 𝒅𝒐  

 𝑟𝑖 ← 𝑦𝑖 − 𝑀𝜎(𝑖)−1(𝑥𝑖) ; 

 𝒇𝒐𝒓 𝑖 ← 1 𝒕𝒐 𝑛 𝒅𝒐 

 ∆𝑀 ← 𝐿𝑒𝑎𝑟𝑛𝑀𝑜𝑑𝑒𝑙((𝑥𝑗 , 𝑟𝑗): 𝜎(𝑗) ≤ 𝑖) ; 

 𝑀𝑖 ← 𝑀𝑖 + ∆𝑀 ; 

 𝒓𝒆𝒕𝒖𝒓𝒏 𝑀𝑛  

 

 

Figure. 2 The proposed features selection stage. 

 

At first, the CatBoost classifier with the learning rate 

of 0.08 and 500 iterations is fitted with training data 

features (i.e. MFCCs and SSCs) separately. Then, the 

CatBoost returns these features in order from most 

important to least important. Finally, the ratio of the 

most important features is chosen empirically. Fig. 2 

demonstrates the main idea of the feature selection 

stage. 

2.5. Speaker age and gender recognition using 

SVM classifier  

SVM has become a prevalent classifier due to its 

promising performance in various studies. The major 

aim of SVM is to find a classifier that minimizes the 

expected error limits. SVM uses a two-step 

classification process. A kernel function performs a 

transformation of the feature from low to high 

dimensions in the first step. This transformation 

allows for linear separation at a higher dimension of 

non-linearly separable data. In the second step, it 

forms an optimum hyperplane to draw the boundary 

of the decision between classes [4]. SVM is 

considered one of the most accurate and robust 

methods among classification algorithms due to its 

use of optimum separation to prevent 

misclassification of outliers. SVM has been identified 

as one of the top 10 classification algorithms [25]. To 

guarantee that hyperplanes with the maximum 

margin are found, an SVM classifier tries to 

maximize the following function in terms of �⃗⃗�  and b 

as seen in Eq. (12) [25]: 

 

𝐿𝑃 = 
1

2
 ‖�⃗⃗� ‖ − ∑ 𝛼𝑖

𝑡
𝑖=1 𝑦𝑖(�⃗⃗� . 𝑥 + 𝑏) + ∑ 𝛼𝑖

𝑡
𝑖=1  

(12) 

 

Where t is the training examples number, and αi, 

i = 1, ..., t represents the non-negative numbers in a 

way that the LP derivatives as regard to 𝛼𝑖 is zero. 𝐿𝑃 
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is called the Lagrangian where 𝛼𝑖  is Lagrange 

multipliers. In Eq. (12), the hyperplane is defined by 

the vectors �⃗⃗�  and constant b. 

The SVM classifier is utilized in the suggested 

system of the speaker's gender and age recognition 

due to its strong classification ability. In the presented 

work, the radial basis function (RBF) kernel is used 

as recommended by [4] since it yielded a higher 

accuracy. The classification stage involves two steps, 

which are the testing step and the training step. 

Regarding the latter, the SVM classifier will be 

trained with the training part of the database to find 

the optimal SVM model. This model is fed then to the 

testing step for recognizing the speaker's age and 

gender. 

3. Experimental results and analysis 

The data-set used in this study is described, and 

the experiments that were performed are explained 

and discussed in detail in this section.  

3.1 The agender data-set  

The proposed system is assessed using aGender 

database that has been created via "InterSpeech 2010 

Paralinguistic Challenge" [13, 14]. Approximately, it 

consists of phone conversations of 954 German 

speakers for 47 hrs. Also, it consists of 7 categories 

related to gender and age, as can be seen in Table 1. 

In addition, there are 65,364 utterances in the 

database, while the average length of utterance was 

2.58 s; therefore, the utterances are specified to be 

short. Furthermore, the database was divided into 2 

categories; the test-set includes 17,332 utterances 

(175 speakers), and the training-set includes 53,076 

utterances (770 speakers). Since the age and gender 

information for the test set is not shared, the 53,076 

utterances are divided randomly for the training and 

testing process. To avoid overfitting during the 

training process, 80% of utterances within each class 

are used for system training, and 20 % for testing 

purposes.  

3.2 Results  

Various experiments have been carried out for 

finding the optimal configuration of the proposed 

speaker's gender and age recognition system 

parameters. At first, the performance evaluation 

regarding the suggested system is carried out for the 

speaker's gender, age, in addition to age & gender 

recognition in terms of UA. Table 2 shows the results 

of this experiment. Tables 3, 4, and 5 show the 

Confusion matrix for the best result achieved in Table 

2  for  speaker's  gender,  age,  in  addition  to  age  &  

Table 1. The age and gender class of the aGender dataset 

Class Category 
Age 

range 
Gender Abb. 

1 Children 7-14 
Male + 

Female 
C 

2 Youth 15-24 Female YF 

3 Youth 15-24 Male YM 

4 Adult 25-54 Female AF 

5 Adult 25-54 Male AM 

6 Senior 55-80 Female SF 

7 Senior 55-80 Male SM 

 

gender recognition, respectively. Finally, a 

comparison of the suggested system with related 

works utilizing the same data-set (i.e., aGender data-

set) in terms of UA is presented. Table 6 shows the 

results of this experiment.  

As seen in Table 2, the effectiveness of the 

proposed system is evaluated using two measures: 

time complexity and UA. The table shows results that 

are obtained using MFCC and SSC as a source for 

feature extraction tasks individually—taking into 

consideration the trade-off between time complexity 

and UA, the 3 ID-numbered system leading to the 

highest success rate when using MFCC. This is when 

the CatBoost machine selection ratio is 20%. On the 

other hand, the 7 ID-numbered system resulted in the 

most acceptable success rate when using SSC. This is 

also when the CatBoost machine selection ratio is 

20%. The table also demonstrates the high efficiency 

of the CatBoost machine as features selection method, 

where the time complexity is decreased from 2735.33 

sec, 1012.66 sec (i.e., without selection) to 436.66 sec, 

249.33 sec (i.e., 20% selection) for the MFCC and 

SSC respectively. In order to ensure the balance 

between the time complexity and UA, this study 

proposed a combination of 3 and 7 ID-numbered sub-

systems, which gives the highest UA for speaker 

gender, speaker age, and speaker age & gender 

recognition. This indicates the fact that the CatBoost 

machine selected features hold most of the 

discriminative information about the speaker's age 

and gender. 

As seen in Table 3, the confusion matrix is 

presented in terms of gender category in which 

speakers were specified as male (M), child (C), and 

female (F). M is the most recognized gender with an 

accuracy of 93.87%, while C is the least recognized 

with an accuracy of 86.23%. Most of the overlap 

occurs between F and C genders, indicating the 

similarity in the traits of the proposed system of these 

two genders. 

As seen in Table 4, the confusion matrix is 

presented in terms of the age category in which  
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Table 2. Performance evaluation of the proposed system for the three categories in terms of UA 

ID Feature 

CatBoost 

Selection 

Ratio 

No. Dimension Time (sec) 

UA (%) 

Gender Age 
Age & 

Gender 

1 MFCC Without 600 2735.33 86.86 60.63 59.42 

2 MFCC 10% 60 275.00 86.39 66.99 63.80 

3 MFCC 20% 120 436.66 87.98 69.43 68.51 

4 MFCC 50% 300 1076.33 88.25 66.00 65.08 

5 SSC Without 260 1012.66 87.84 66.86 66.22 

6 SSC 10% 26 169.66 81.41 56.57 52.39 

7 SSC 20% 52 249.33 84.76 61.78 60.55 

8 SSC 50% 130 489.66 87.42 67.37 66.54 

9 Combine 3, 7 - 172 502.66 89.62 72.29 71.96 

 
Table 3. Confusion matrix (%) of gender recognition for 

the best result achieved in Table 2 (i.e., ID-9 system) 

 C F M 

C 86.23 10.08 1.73 

F 12.92 86.38 4.39 

M 0.84 3.52 93.87 

 

Table 4. Confusion matrix (%) of age recognition for the 

best result achieved in Table 2 (i.e., ID-9 system) 

 C Y A S 

C 79.81 7.41 3.04 2.99 

Y 12.22 69.00 11.58 9.13 

A 4.96 13.85 71.81 15.44 

S 2.99 9.72 13.55 72.42 

 

speakers were specified as a youth (Y), child (C), 

senior (S), and adult (A). C is the most recognized 

age with an accuracy equals to 79.81%, while Y is the 

least recognized one with an accuracy of 69.00%. 

Mostly, faults are originating from neighbour age 

groups, which demonstrated the effectiveness of the 

proposed selected features. 

As seen in Table 5, the confusion matrix for age 

& gender category where speakers are defined as 

youth female (YF), child (C), adult female (AF), 

youth male (YM), senior female (SF), adult male 

(AM) and senior male (SM) is presented. C is the 

most recognized age & gender with an accuracy 

equals to 78.71%, while YF is the least recognized 

one with an accuracy of 66.82%. Faults regarding 

such a category mostly happened in discrimination 

between same-gender classes. This indicates why the 

age category achieved the highest success rate than 

the category of age & gender.  

Table 6 shows a comparison made between the 

proposed system and other works utilized in the same 

database (i.e. aGender). The table shows the achieved 

UA by each work for the three categories. The 

suggested system is considered the first in age and 

age & gender categories, and it is considered the 

second in the gender category of all systems. As it is 

 
Table 5. Confusion matrix (%) of age & gender recognition for the best result achieved in Table 2 (i.e., ID-9 system) 

 C YF YM AF AM SF SM 

C 78.71 11.67 1.98 4.36 0.99 4.87 0.88 

YF 11.79 66.82 0.33 8.73 0.83 5.88 0.44 

YM 0.68 0.79 72.65 0.81 10.82 1.68 7.81 

AF 5.20 12.40 1.90 69.44 1.67 15.30 1.27 

AM 0.38 0.59 12.09 1.77 73.09 2.52 11.50 

SF 2.75 7.63 1.98 13.91 1.82 67.54 2.06 

SM 0.45 0.06 9.03 0.95 10.74 2.18 76.00 
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Table 6. A comparison of the suggested system with 

related works utilizing the same data-set (i.e., aGender) 

for the three categories in terms of UA 

Authors 

UA(%) 

Gender Age 
Age & 

Gender 

Schuller et al. 

(2010) [13] 
80.42 48.91 44.94 

Kockmann et al. 

(2010) [12] 
81.82 52.88 53.86 

Li et al. (2013) 

[15] 
81.70 52.80 50.30 

Barkana et al. 

(2015) [4] 
84.70 66.20 63.70 

Yücesoy et al. 

(2016) [5] 
90.40 54.10 53.50 

Grzybowska et al. 

(2016) [6]  
- - 62.90 

Qawaqneh et al. 

(2017) [11] 
- - 58.98 

Abu-Mallouh et al. 

(2017) [3] 
- - 57.63 

Markitantov et al. 

(2019) [1] 
88.80 57.53 48.41 

Markitantov 

(2020) [2] 
81.74 51.71 48.96 

The proposed 

system 
89.62 72.29 71.96 

 

clearly shown in the table, the UA achieved through 

the proposed system outperforms those achieved by 

other systems with an improvement equals to 6.09 % 

and 8.26% for age and age & gender categories, 

respectively. 

4. Conclusions and future works 

In this study, an automatic system is proposed to 

identify gender and age in short speech utterances 

without depending on the text. Firstly, two groups of 

features are combined to further improve system 

performance. After that, the dynamic size features are 

turned into static size features by measuring 10 

statistical functionals for each dimension. Then, the 

use of the CatBoost machine as a features selection 

method has a vital effect on the system efficiency via 

generating a 172-dimensional informative feature 

vector. Finally, the SVM classifier gives the proposed 

system the classification power while taking 

advantage of the RBF kernel strength. The 

experimental results show the efficiency of the 

suggested system with UA of 89.62%, 72.29%, and 

71.96% for gender, age, and age & gender categories, 

respectively, using the aGender data-set. In future 

works, some improvements can be considered at the 

feature extraction stage, for instance, implementing 

the voice activity detection (VAD) process before 

extracting the features, using the CatBoost machine 

as a multi-level features selection, and adding other 

groups of features such as jitter and shimmer.  
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