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Abstract: This paper proposes an efficient optimization algorithm called Chaotic Student Psychology Based 

Optimization (CSPBO) to solve bi-objective permutation flowshop scheduling problem (BPFSP). The SPBO 

algorithm does not require any tunning parameters which makes it simpler in computational experiments. The original 

SPBO classifies students related to their efforts in improving their performances. In this paper, we use chaotic maps 

to enhance student efforts in each category and present different strategic approaches. Logistic, iterative, sine, tent, 

and singer maps are integrated using proposed strategies to find the best map and also its strategy, named CSPBO. To 

prove its performance, the CSPBO is compared with several well-known metaheuristic algorithms. The comparison 

results are evaluated in regard to mean, standard deviation, best terms and ARPD. Since BPFSP is an NP-hard problem, 

computational experiments on BPFSP instances are carried out according to type size of the dataset. Three types of 

dataset, small, medium and large are tested. Based on the experiment result, the SPBO integrated with logistic map 

has significantly given better performance compared to other chaotic maps. Furthermore, CSPBO shows compatible 

performance compared with other metaheuristic algorithms in solving BPFSP. 

Keywords: SPBO, BPFSP, Chaotic maps, Optimization. 

 

 

1. Introduction 

Optimization algorithms have evolved based on 

nature observation ideas in determining the best 

solution from feasible alternative solutions with 

regard to given problems. Either heuristic and 

metaheuristic approaches can be an alternative 

technique in optimization algorithms. Evolutionary 

algorithms in metaheuristic approach generally 

require parameters, besides population size, which 

are highly sensitive taking effect to the algorithm 

performances, such as genetic algorithm, differential 

evolution, and harmony search [1, 2]. Genetic 

algorithm (GA) has two basic parameters, crossover 

and mutation probability, where some research has 

recommended and analyzed the parameter values to 

improve its performance [3]. Giving different values 

of each parameter will also provide different results 

which sometimes can lead to bad results. Another 

algorithm, harmony search, also has constant 

parameters playing a critical role in obtaining the 

near-optimal solution where higher chance of finding 

the global optima [4, 5]. Apart from the evolutionary 

algorithm, the metaheuristic approach based on 

swarm behavior also takes tuning parameters to 

control the efficiency of the given problems.  

Artificial bee colony algorithm proposed by 

Karaboga [6] has 𝑙𝑖𝑚𝑖𝑡  as parameter changing the 

performance of algorithms. As the core parameter of 

the algorithm in determining scout bee occurrence, a 

different value of control parameter 𝑙𝑖𝑚𝑖𝑡  gives 

different result in behavior in the population [7]. 

Since algorithm performances depend on parameters, 

determine the appropriate values for those required 

parameters in solving optimization problem always 

become a challenging topic. Inappropriate values of 

algorithm parameters which are adjusted in the initial 

process computation can bring unsatisfactory result 

in optimization process. Finding the significant value 

of parameters with aims to improve performances 
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certainly takes time in computational experiments. 

Therefore, this paper considers a new population-

based algorithm proposed by Das et. al. which not 

requires any control parameters in the algorithm, 

called student psychology-based optimization 

(SPBO) algorithm [8]. 

SPBO algorithm is adapted from student 

psychology who always gives efforts to obtain the 

highest grade in subject evaluation. Although 

students always try to get high marks/grades in their 

evaluation but only capability, efficiency and interest 

to the subject offered which can affect the 

performance of students. On condition that a student 

interests to a subject offered, then the grades can be 

easily improved. Accordingly, each student aims to 

improve own performance by giving the best effort to 

obtain good grades so that become the best student in 

the class [8]. There are four student classifications in 

SPBO, i.e. best student, good students, average 

students, and students who try to improve randomly.  

Permutation flowshop scheduling problem 

(PFSP) is well-known as NP-hard problem since it 

commonly involves more than two machines in real 

systems. The PFSP may be stated as a set of jobs 

which is processed in a set of machines in the same 

order. The time of processing of job 𝑖 (𝑖 = 1,2, … 𝑛) 

on machine 𝑗 (𝑗 = 1,2, … 𝑚), 𝑝𝑖𝑗, is known. The aim 

of PFSP is finding a jobs sequence minimizing the 

maximum completion time of overall process, 𝐶𝑚𝑎𝑥, 

called as makespan.  Generally, at most one job can 

be processed by each machine and at most one 

machine can process each job, as well as preemption 

is not allowed. Therefore, a jobs sequence for each 

machine is particularly the same [9]. In some research, 

PFSP is considered only one scheduling objective, i.e. 

makespan. However, in real system situation, 

decision-makers need think about multiple objectives 

simultaneously. The tardiness term is important 

enough in systems of production, because the penalty 

costs will incur if the jobs cannot be completed before 

the due dates. Therefore, the due date of job 𝑖  is 

usually given [10]. The PFSP with two objectives is 

called as bi-objective PFSP. There are various kinds 

of algorithm used in resolve PFSP with two 

objectives, such as the branch and bound algorithm to 

optimize total flow time and total tardiness [11] and 

ant colony optimization to optimize makespan and 

total flowtime [12]. Some metaheuristics have been 

proposed to solve this problem. 

An investigation on pareto-ant colony 

optimization (pareto-ACO) in solving bi-PFSP shows 

that pareto is a competitive method for multi-

objective criterion [13]. Comparing with GA, ACO, 

simulated annealing and particle swarm optimization 

(PSO), the improved cuckoo search algorithm (CSA) 

has better performance to minimize hybrid FSP 

makespan [14]. Research in job scheduling problem 

using teaching learning-based optimization (TLBO) 

was conducted to minimize expenses. The 

experiment result shows that TLBO has considerable 

potential to solve PFSP [15]. Moreover, according to 

[8] SPBO gives better performance in given 

benchmark function tests compared with other 

algorithms including TLBO [16] where tuning 

parameters also are not needed.  

Similar to other metaheuristics, there are still 

unstable performances of SPBO algorithm in solution 

qualities, early convergence, as well as there is a 

possibility of local optima trapped when solving 

global optimization problems. Hence, this paper tries 

to settle the SPBO issues, convergence and solution 

qualities, by modifying in order to enhance the 

performances. On the other hand, a chaotic 

optimization algorithm has gained popularity in 

recent years among optimization areas [17]. The 

chaotic concepts and functions can enhance 

algorithm performance in handling early 

convergences problem, diversity and providing more 

efficient and effective results [18]. A modification on 

PSO using improved chaotic successfully gain a good 

balance between global and local search capabilities 

where chaotic motion can control the particle position 

representing solution [19]. Chaotic maps especially 

logistic map can raise the quality of solution which 

escapes from local optimum [20]. 

In this work, five different variants of chaotic 

SPBO algorithm are proposed based on chaotic maps 

[19]: logistic, iterative, sine, tent, and singer maps. 

Chaotic maps are used to enhance the effort of 

students in each category. Besides the enhancement, 

different strategic approaches are proposed to find the 

best performance correspond to its map and strategy, 

namely CSPBO. Moreover, CSPBO is compared to 

the performance of four optimization algorithms, 

such as the original SPBO, TLBO [16], CSA [21], 

squirrel search algorithm [22] and pareto-SPBO [23, 

24]. The performance is analyzed based on optimum 

result obtained as well as its convergence mobility. 

The rest of this paper is organized as follows. Section 

2 explains the bi-objective PFSP model. The next 

section, Section 3, describes the proposed Chaotic 

SPBO algorithm. Section 4 discusses the experiment 

result. Lastly, Conclusion is presented in Section 5. 

2. Bi-objective PFSP 

As explained in the previous section, real system 

problem in scheduling sometimes involves more than 
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one objective. A multi-objective optimization model 

can be described as follow [25]: 

Optimize which is can be minimized/maximized 

 

𝐹(𝑋) = {𝑓1(𝑋), 𝑓2(𝑋), … , 𝑓𝑝(𝑋)}     (1) 

 

while the constraints are given as 

 

𝐻(𝑋) = 0                            (2) 

 

𝐺(𝑋) ≥ 0                            (3) 

 

where 𝐹(𝑋) is the set of functions to be optimized 

and a set of decision variables is denoted as vector 𝑋. 

Three situations can be found in in multi-objective 

optimizations, listed as follow: 

1. To minimize all 𝑝 objectives 

2. To maximize all 𝑝 objectives 

3. To minimize 𝑟  objectives and maximize 𝑝 − 𝑟 

objective 

A weighted sum creates a single-objective model 

from multi-objectives model by assigning a weight to 

each objective function. Therefore, the single-

objective model can be provided below: 

Optimize which is can be minimized/maximized 

 

𝐹(𝑋) = ∑ 𝜔𝑘𝑓𝑘(𝑋)𝑝
𝑘=1                  (4) 

 

while the constraints are given as 

 

𝐻(𝑋) = 0                           (5) 

 

𝐺(𝑋) ≥ 0                           (6) 

 

0 ≤ 𝜔𝑘 ≤ 1,        𝑓𝑜𝑟 𝑘 = 1,2, … , 𝑝         (7) 

 

∑ 𝜔𝑘
𝑝
𝑘=1 = 1                         (8) 

 

where 𝜔𝑘, 𝑘 = 1,2, … , 𝑝 are the weights assigned to 

each objective function. The simplest model of multi-

objectives optimization is bi-objectives optimization 

model where permutation flowshop scheduling 

problem with two objectives in minimizing 

makespan and tardiness are discussed in this paper. 

A permutation flowshop scheduling problem with 

two objectives called bi-objectives permutation 

flowshop scheduling problem (BPFSP) belongs to 

NP-hard problems. BPFSP finds a sequence of 𝑛 jobs 

processed by 𝑚 machines where each job can only be 

assigned to any one of machines at given time. Each 

job is processed sequentially on machines with the 

same order of machines and the sequence of job 

processing is same for all machines. A positive 

processing duration of job 𝑖(𝑖 = 1,2, . . , 𝑛)  on 

machine 𝑗(𝑗 = 1,2, . . , 𝑚)  is deterministic known 

denoted as 𝑝𝑖𝑗. Beside a due date, 𝑑𝑖, by which job 𝑖 

should ideally finished, each job 𝑖  has a positive 

weight, 𝑤𝑖, taking effect to tardiness. In this paper, 

the BPFSP is to find the minimum of the total time 

needed to completely process all the 𝑛 jobs, called as 

makespan, and total weighted tardiness [11]. 

Let 𝜋 = {𝜋(1), 𝜋(2), … , 𝜋(𝑛)}  denotes a set of 

job processing sequences in each machine, while 𝐶𝑖,𝑗 

denotes the completion time of job 𝑖 on machine 𝑗, 

and 𝑇𝑖  denotes the tardiness of job 𝑖 . Then, the 

makespan denoted as 𝐶max, and the total weighted 

tardiness denoted as  𝑇𝑤   can be determined as 

follow [26]: 

 

𝐶𝜋(1),1 = 𝑝𝜋(1),1                             (9) 

 

𝐶𝜋(1),𝑗 = 𝐶𝜋(1),𝑗−1 + 𝑝𝜋(1),𝑗 , 𝑗 = 2,3, … 𝑚 (10) 

 

𝐶𝜋(𝑖),1 = 𝐶𝜋(𝑖−1),1 + 𝑝𝜋(𝑖),1 , 𝑖 = 2,3, … 𝑛  (11) 

 

𝐶𝜋(𝑖),𝑗 = max{𝐶𝜋(𝑖−1),𝑗, 𝐶𝜋(𝑖),𝑗−1} + 𝑝𝜋(𝑖)),𝑗, 

𝑖 = 2,3, … 𝑛; 𝑗 = 2,3, … , 𝑚               (12) 

 

𝐶max = max{𝐶𝜋(𝑛),𝑚}                (13) 

 

𝑇𝜋(𝑖) = max{𝐶𝜋(𝑖),𝑚 − 𝑑𝜋(𝑖), 0} , 𝑖 = 1,2, … 𝑛(14) 

 

𝑇𝑤 = ∑ 𝑇𝜋(𝑖)𝑤𝑖
𝑛
𝑖=1                    (15) 

 

Therefore, based on the weight sum method, the 

single objective optimization form of BFSP can be 

restated as follow: 

 

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝐹 = 𝜔1𝐶max + 𝜔2𝑇𝑤       (16) 

 

where 𝜔1, 𝜔2  are the weight coefficients and 𝜔1 +
𝜔2 = 1. Since there are two objectives, the priority 

between both objectives takes part in determining the 

weight coefficients. In this paper, the priority 

between makespan and total weighted tardiness are 

assumed to be the same. Therefore, the weight 

coefficients 𝜔1 = 𝜔2 = 0.5. 

3. Chaotic SPBO algorithm 

A metaheuristic algorithm proposed by Das et.al 

based on student psychology in undertaking to reach 

the highest grade in the subject evaluation. Each 

student always tries to get good grade in every subject 

offered but the performance depends on the 

capability, efficiency and interest to the subject 

offered (see [8]). If a student has high interest to 

subject offered then there is a higher possibility that 
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the student will obtain a good grade in the subject 

evaluation. Moreover, students will give their best 

effort to improve their performances as well as trying 

hard to be the best student in the class. Based on their 

evaluation results, the students are classified into four 

categories: best student, good students, average 

students, and students who try to improve their 

performance randomly. Besides the best student, 

student categorization is conducted in randomly 

process according to student psychology whether the 

student is categorized into good student, average 

student or student with random improvement. The 

overall grade obtained by a student is appeared as the 

fitness, 𝑓(𝑋𝑖).  

Chaos is deterministic, random-like behavior 

found in nonlinear dynamical system that is sensitive 

dependence on the initial condition [27]. The nature 

of chaos systems is apparently random and 

unpredictable. A discrete-time dynamical system for 

chaotic state can be formulated as follows: 

 

𝑥𝑘+1 = 𝑓(𝑥𝑘), 0 < 𝑥𝑘 < 1, 𝑘 = 0,1,2, …  (17) 

 

where 𝑥𝑘  {𝑘 = 0,1,2, … }  is the chaotic state or 

chaotic sequence, which can be utilized as spread-

spectrum sequence as random number sequence. 

Chaotic sequences are easy to generate and fast in 

computation which require less memory because they 

only need chaotic map and an initial condition. 

It has been studied that the modification process 

in each category of students in SPBO algorithm can 

affect the algorithm convergence. The SPBO 

algorithm uses random numbers to improve the 

solution qualities. In order to control the random 

numbers effect on the algorithm performance, the 

SPBO algorithm is hybridized with chaotic maps. 

Unordered random numbers are generated using 

chaotic maps through random function as the random 

number generator which have particular pattern. 

Chaotic maps integration into optimization algorithm 

is needed to enhance its performance [28].  

A research conducted by [19] discuss the 

comparison performance between chaotic maps. 

Based on the simulation result in twelve types of 

problem, the logistic map gives best performance in 

increasing solution quality comparing with other 

twelve chaotic maps such as gauss map, etc. Sine and 

iterative maps also perform better than sinusoidal, 

liebovitch, etc. Although tent and singer maps less 

superior than sine and iterative maps, their 

achievement is better than gauss, intermittency, and 

piecewise maps.  Therefore, this paper proposes five 

chaotic maps: logistic, tent, sine, singer and iterative 

to enhance the SPBO quality solutions.  

 

Table 1. Chaotic maps characteristics used in experiment 

Chaotic 

Map 
Equation Parameter 

Logistic  

[14] 
𝑥𝑘+1 = 𝑎𝑥𝑘(1 − 𝑥𝑘)  𝑎 =

4, 𝑥0 = 0.3  

Iterative 

[14] 
𝑥𝑘+1 = sin(

𝑎𝜋

𝑥𝑘
)  𝑎 = 0.7,  

𝑥0 = 0.3 

Sine [14] 𝑥𝑘+1 =
𝑎

4
sin(𝜋𝑥𝑘)  𝑎 =

4, 𝑥0 = 0.3  

Tent [14] 𝑥𝑘+1 =

{

𝑥𝑘

0.7
, 𝑥𝑘 < 0.7

10

3
(1 − 𝑥𝑘), 𝑥𝑘 ≥ 0.7

  

𝑥0 = 0.3 

Singer [14] 𝑥𝑘+1 = 𝜇(7.86𝑥𝑘 −
23.31𝑥𝑘

2 + 28.75𝑥𝑘
3 −

13.3𝑥𝑘
4)  

𝜇 = 1.07,  
𝑥0 = 0.3 

 

The proposed chaotic maps are hybridized into SPBO 

algorithm through five different techniques. The 

initial value of the chaotic maps is determined 

randomly between 0 and 1. Since in chaotic systems 

early period generations are not sufficient important 

then the simulation choose initial value 𝑥0 = 0.3 for 

all types of chaotic maps in order to compare their 

performance. The explanation for each chaotic map 

is presented in Table 1 while Fig. 1 presents the 

chaotic value distribution for five maps using 𝑥0 =
0.3 and number of iterations is 500 in range (0,1). 

As seen in Fig. 1, each chaos variable is randomly 

dispensed between 0 and 1 in 500 iterations. The five 

different techniques of modification are explained as 

follows. 

 

SPBO-I 

Parameter in for the best student, 𝑟𝑎𝑛𝑑,  is 

updated using chaotic maps during entire execution 

of experiment. The update performance of best 

student category can be rewritten as 

 

𝑋𝑏𝑒𝑠𝑡
𝑛𝑒𝑤 = 𝑋𝑏𝑒𝑠𝑡 + (−1)𝑘 × 𝑐ℎ𝑎𝑜𝑠(𝑡) × (𝑋𝑏𝑒𝑠𝑡 −

𝑋𝑗) (18) 

 

In SPBO algorithm, 𝑟𝑎𝑛𝑑  is a random number 

between 0 and 1, whereas in SPBO-I, 𝑐ℎ𝑎𝑜𝑠(𝑡) 

presents a chaotic number between 0 and 1 in 

iteration 𝑡. 

 

SPBO-II 

Parameter in good student category, 𝑟𝑎𝑛𝑑,  is 

updated using chaotic maps during entire execution 

of experiment. The update performance of good 

student category can be rewritten as 

 

𝑋𝑖
𝑛𝑒𝑤 = 𝑋𝑏𝑒𝑠𝑡 + [𝑐ℎ𝑎𝑜𝑠(𝑡) × (𝑋𝑏𝑒𝑠𝑡 − 𝑋𝑖)] (19a) 
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(a)                                                                                            (b) 

 

 
(c)                                                                                              (d) 

 

 
(e) 

Figure. 1 Random number generated through chaotic maps in 500 iterations: (a) logistic map, (b) iterative map, (c) sine 

map, (d) tent map, and (e) singer map 

 

𝑋𝑖
𝑛𝑒𝑤 = 𝑋𝑖 + [𝑐ℎ𝑎𝑜𝑠(𝑡)  × (𝑋𝑏𝑒𝑠𝑡 − 𝑋𝑖)] +

[𝑐ℎ𝑎𝑜𝑠(𝑡)  × (𝑋𝑖 − 𝑋𝑚𝑒𝑎𝑛)] (19b) 

 

 

SPBO-III 

Parameter in average student category, 𝑟𝑎𝑛𝑑, is 

updated using chaotic maps during entire execution 
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of experiment. The update performance of average 

student category can be rewritten as 

 

𝑋𝑖
𝑛𝑒𝑤 = 𝑋𝑖 + [𝑐ℎ𝑎𝑜𝑠(𝑡) × (𝑋𝑚𝑒𝑎𝑛 − 𝑋𝑖)] (20) 

In SPBO algorithm 𝑟𝑎𝑛𝑑  is a random number 

between 0 and 1, whereas in SPBO-III, 𝑐ℎ𝑎𝑜𝑠(𝑡) 

presents a chaotic number between 0 and 1 in 

iteration 𝑡. 

 

SPBO-IV 

Parameter in student who try to improve 

randomly, is updated using chaotic maps during 

entire execution of experiment. The update 

performance of student who try to improve randomly 

can be rewritten as 

 

𝑋𝑖
𝑛𝑒𝑤 = 𝑋𝑚𝑖𝑛 + [𝑐ℎ𝑎𝑜𝑠(𝑡) × (𝑋𝑚𝑎𝑥 − 𝑋𝑚𝑖𝑛)](21) 

 

In SPBO algorithm 𝑟𝑎𝑛𝑑  is a random number 

between 0 and 1, whereas in SPBO-IV, 𝑐ℎ𝑎𝑜𝑠(𝑡) 

presents a chaotic number between 0 and 1 in 

iteration 𝑡. 

 

SPBO-V 

The strategy on SPBO-V is combination of the 

SPBO I-IV explained as follows:  

Algorithm : SPBO-V 

Step 1 : Initialize the population in class 

𝑋𝑖  (𝑖 = 1,2, … , 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑡𝑢𝑑𝑒𝑛𝑡𝑠), number of 

subjects, number of maximum iteration 

(max _𝑖𝑡𝑒𝑟)  and 𝑐ℎ𝑎𝑜𝑠(0)  value for each 

students. 

Step 2 : Evaluate students performance in class 

𝑓(𝑋𝑖) 

Step 3 : 𝑡 = 1 

Step 4 :  

While 𝑡 ≤ max_𝑖𝑡𝑒𝑟 do 

for 𝑠 = 1 to number of subjects 

      Define each student category in population 

      for 𝑖 = 1 to number of students 

             if student 𝑖 is the best student then 

                     Modify performance using (18)  

             else if student 𝑖 is the good student then  

                    if student 𝑖 gives effort based on the 

best  

                    student only then 

                           Modify performance using (19a) 

                    else 

                           Modify performance using (19b) 

                    end if 

             else if student 𝑖 is the average student then 

                     Modify performance using (20) 

             else 

                     Modify performance using (21) 

             end if 

      end for 

      Evaluate students performance in class 

𝑓(𝑋𝑖
𝑛𝑒𝑤) 

      If the new performance 𝑓(𝑋𝑖
𝑛𝑒𝑤) is better than 

the older  

      𝑓(𝑋𝑖) then 

             Replace the old performance with the new 

one :   

             𝑋𝑖 = 𝑋𝑖
𝑛𝑒𝑤  

      else 

            Keep the old performance 

      end if 

end for 

𝑡 = 𝑡 + 1  

end while 

Step 5 : Display the performance of the best 

student 

4. Experiment result 

This section discusses about the analysis and 

results of BPFSP using the proposed techniques. To 

evaluate the performance of the Chaotic SPBO 

(CSPBO) algorithm in solving BPFSP, the CSPBO is 

coded in C++ language and run on a PC with AMD 

Ryzen 3 3200U @2.4GHz / 12GB RAM under 

Windows 10. The test instances are generated 

benchmark set used in Bi-Objective Permutation 

Flowshop Scheduling Problem (BPFSP) data which 

is used in this paper were taken from 

http://soa.iti.es/files/Instances_PFSP_SDST.7z. Data 

consists number of jobs, number of machines, time 

processing, due date, and weight. The data taken 

classified into three types, namely small (20 jobs with 

10 machines), medium (50 jobs with 5 machines), 

and large dataset (100 jobs with 10 machines). 

In order to evaluate the proposed CSPBO 

performance, three types of data were observed. The 

CSPBO algorithm was combined with five different 

chaotic maps: logistic, iterative, sine, tent, and singer 

[14], using five different approaches to obtain the 

best chaotic approach in SPBO algorithm. In this 

work, population size for algorithms was set to 50. 

The maximum number of iterations was taken as 500 

and each data set was evaluated with 30 independent 

run.  

Table 2, Table 3 and Table 4 summarize the 

average of the objective function values using logistic, 

iterative, sine, tent, and singer maps associate to these 

approaches using small dataset, medium dataset and 

large dataset, respectively, to analyze the best 

CSPBO algorithm used to solve BPFSP in finding the 

optimum solution. The first row presents the best 

objective value found so far corresponds to its chaotic  
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Table 2. Performances in small dataset 

Logistic Iterative Sine Tent Singer 

SPBO - I 

1427.5 1501.3 1361.7 1454.5 1443.5 

2 5 1 4 3 

SPBO - II 

1501.9 1546.6 1534.5 1438.4 1514.1 

2 5 4 1 3 

SPBO - III 

1446.1 1393.2 1471.9 1391.4 1476.3 

3 2 4 1 5 

SPBO - IV 

1407.9 1514.8 1421.7 1436.9 1435.5 

1 5 2 4 3 

SPBO - V 

1398.5 1493.1 1431.8 1440.7 1470.0 

1 5 2 3 4 
 

Table 3. Performances in medium dataset (× 102) 

Logistic Iterative Sine Tent Singer 

SPBO - I 

702.41 710.85 686.98 717.60 726.39 

2 3 1 4 5 

SPBO - II 

706.95 706.64 725.64 732.47 732.30 

2 1 3 5 4 

SPBO - III 

703.98 706.82 721.34 726.23 700.68 

2 3 4 5 1 

SPBO - IV 

717.37 725.96 758.49 743.77 737.75 

1 2 5 4 3 

SPBO - V 

699.79 700.78 682.13 720.20 724.49 

2 3 1 4 5 
 

Table 4.  Performances in large dataset (× 103) 

Logistic Iterative Sine Tent Singer 

SPBO - I 

560.36 561.03 572.73 563.45 571.86 

1 2 5 3 4 

SPBO - II 

541.43 532.74 536.67 552.38 545.05 

3 1 2 5 4 

SPBO - III 

566.73 567.92 573.13 567.34 571.88 

1 3 5 2 4 

SPBO - IV 

578.23 572.55 573.77 574.22 580.60 

4 1 2 3 5 

SPBO - V 

532.54 550.99 533.77 557.33 544.75 

1 4 2 5 3 

 
Figure. 2 Chaotic maps performance 

 

map while the second row shows performance rank 

of each map corresponds to value obtained.  

Considering the all strategies proposed as seen in 

Tables 2, 3, and 4, the SPBO-V provides smallest 

objective function in solving BPFSP indicating that 

SPBO-V is the most suitable strategy to enhance the 

original SPBO performance. By modifying each 

student category using chaotic search can optimize 

the exploitation process in the algorithm. Further 

analysis is needed to find better map to hybridize with 

the SPBO-V. 

The effectiveness of the chaotic map studied is 

analyzed using Average Relative Percentage 

Deviation (ARPD), determined in equations below 

[15]: 

 

𝐴𝑅𝑃𝐷 = ∑ (
(𝑆𝑖−𝐵)×100

𝐵
)𝑅

𝑖=1 𝑅⁄            (22) 

 

where 𝑆𝑖  denotes the best result generated by the 

algorithm in run-𝑖, 𝐵 denotes best solution reached 

among all compared algorithms, and 𝑅  denotes 

number of runs. The simulation result for each 

chaotic map using SPBO-V is exposed in Fig. 2.  

Fig. 2 illustrates that implementation SPBO-V 

strategy in solving BPFSP for small (20 jobs with 10 

machines), medium (50 jobs with 5 machines), and 

large dataset (100 jobs with 10 machines) using the 

logistic map gives better performance using all 

strategies and dataset types. Logistic map which is 

adapted from s-curve logistic function uses a 

nonlinear difference equation to look at discrete time 

steps [15]. Its behavior has brought the SPBO to find 

the best random number to gain the near-optimal 

solution. Apparently, growth parameter set 𝑎 = 4 

becomes good combination with its initial value. 

Since too low growth rate causes smaller result for 

the next step value. Otherwise, fluctuate value can be 

obtained using higher growth rate which bring to 

global optimization toward the SPBO algorithm. 

It is observed that among all chaotic maps and 

strategies, logistic map with SPBO-V strategy is the  
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Table 5. Performance comparison (× 103) 

Algorithm Terms Small Medium Large 

SPBO 

Average 1.52 68.83 556.0 

St.Dev 0.29 4.64 20.86 

Best 1.12 62.61 507.8 

CSA 

Average 1.65 77.23 593.0 

St.Dev 0.18 4.27 9.68 

Best 1.27 65.82 566.3 

TLBO 

Average 1.74 69.52 555.9 

St.Dev 0.37 5.19 47.48 

Best 1.27 61.26 484.0 

SSA 

Average 1.94 78.12 580.6 

St.Dev 0.47 15.48 17.45 

Best 1.24 89.27 537.7 

Pareto - 

SPBO 

Average 1.93 91.34 608.6 

St.Dev 0.25 3.19 9.10 

Best 1.27 91.34 589.2 

CSPBO 

Average 1.40 69.98 532.5 

St.Dev 0.20 4.06 16.82 

Best 1.10 63.74 506.6 

 

 
Figure. 3 CSPBO performance in ARPD term 

 

Table 6. Average ARPD 

Terms Average (ARPD) 

CSPBO 15.165 

SPBO 18.521 

TLBO 21.948 

CSA 17.362 

Pareto-SPBO 18.932 

SSA 26.392 

 

most efficient method to be applied in dealing with 

BPFSP. Therefore, SPBO-V is called as Chaotic-

SPBO (CSPBO). Next, the simulation result of 

proposed strategies is compared with five different 

meta-heuristic algorithms: SPBO [8], CSA [21], 

TLBO [16], Squirrel Search Algorithm (SSA) [22] 

and Pareto-SPBO [23,24]. As explained in the first 

section, the CSA, TLBO and Pareto have been 

applied to solve FPSP in various constraints and 

strongly produce superior performances [13-15]. The 

parameters setting of mentioned algorithms are taken 

based on the corresponding literatures [8,16,21-24]. 

The experiment result is presented in the terms of 

average values, standard deviation values, and best 

solution obtained after 30 run and shown in Table 5. 

According to Table 5, based on the result of BPFSP 

objective function values using small dataset, 

medium dataset and large dataset show that the 

CSPBO algorithm have superior performance 

compared with other algorithms. The CSPBO 

algorithm carries out better results in average term 

with smaller standard deviations. Unfortunately, 

CSPBO algorithm has failed to obtain best solution 

comparing with TLBO, which does not have any 

tunning parameter similar with SPBO, when applying 

in medium and large datasets. During verified its 

performance, ARPD calculation is revealed in Fig. 3. 

CSPBO algorithm profitably gains best result in 

ARPD term compared with other algorithms in small 

dataset but less superior in large dataset, as seen in 

Fig. 3. The average ARPD for small, medium, and 

large instances shows in Table 6 describes that the 

CSPBO algorithm has the lowest average ARPD 

value. Logistic map has displaced the 𝑟𝑎𝑛𝑑 operator 

in each student category modification. Although 

chaotic works in the same range real number between 

0 and 1, the generated number will be not repeatable 

and same patterns can exist at every scale. These 

behaviors improve wider search area in finding 

candidate solution in search space, therefore 

applicable to solve BPFSP. 

5. Conclusion 

This paper presents the Chaotic-SPBO for 

solving BPFSP. Based on the experiment result, 

SPBO algorithm using logistic map as enhancement 

in all student categories modification has profitably 

given best performance in solving BPFSP. Logistic 

map is the most suitable map to be hybridized with 

SPBO algorithm where successfully exploits the 

search space. The CSPBO also provides great 

performance compared with other metaheuristic 

algorithms. Comparing with the original SPBO, the 

CSPBO algorithm works in any types of dataset well. 

Random number generated by chaotic map can 

enhance wider search space in stable system.  
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