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Abstract: With the current technology trend of IoT and Smart Device, there is a possibility for the improvement of 

our infant incubator in responding to the real baby’s condition. This work is trying to see that possibility. First is by 

analyzing of open baby voice database. From there, a procedure to find out baby cry classification will be explained. 

The approach was starting with an analysis of sound’s power from that WAV files before going further into the 2D 

pattern, which will have features for the machine learning. From this work, around 85% accuracy could be achieved. 

Then together with sensors, it would be useful for infant incubator’s innovation by utilizing this proposed configuration. 

Keywords: Infant incubator, Internet of things (IoT), Machine learning, Convolutional neural network (CNN), 

Tensorflow. 

 

 

1. Introduction 

Thermoregulation should be a significant 

problem in infant incubator. The target of body 

temperature for infants on average is around 37 C [1]. 

In general, this is for newborn babies, especially 

premature babies who have weak internal thermal 

regulation control to maintain their body temperature. 

It could be due to the insufficient energy reserves of 

the baby itself, which might not be enough to produce 

body heat. For this, supports are needed from external 

heat production, which could fit into the baby’s 

condition. A common way to help babies regulate 

their body temperature back to normal is using the 

incubator. It keeps the baby warm and provides the 

controlled heat so the baby could quickly adapt to the 

conditions instead of the outside environment [2]. As 

most concern for infant incubator has been into the 

temperature and humidity [3]. These factors were 

answering through the medical perspective for 

premature infants. It is preventing the risk of 

hypothermia by following the International Liaison 

Committee on Resuscitation (ILCOR) guidelines [4]. 

However, it should be noted that since the early 

development of infant incubator [5], the electric 

power source has been used for heating source to 

generate steam [5, 6]. 

That is why it may need a large number in every 

health centre. However, this is sometimes not in 

linear with the number of nurses in hospitals, 

especially in the remote area. Thus, a better incubator 

might be needed to help the nurse. Even more, 

technology has been more sophisticated than before; 

the electricity usage is getting much more. The next 

matter should be about how to use it safely. At least, 

the controller would be able to detect the need for 

immediate actions in kind of electric shocks in 

medical devices [7]. Hence, it should also be made 

sure that it could prevent any accidents. That means 

besides its operational function, and it should also 

meet the safety standard. Its possible danger can also 

be listed from the infant incubator analyzer [8]. For 

example, it could happen in a case of the medical 
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device misuse of the tool or any human mistakes 

caused by operators. 

Nowadays, more and more Internet of Things 

(IoT) devices are coming up with recent available 

technology. This particular technology really 

improves on how communication between devices 

happened [9]. This improvement is not only making 

it more accessible; it also makes it possible for further 

control improvement with current technology. One 

example is for emotion recognition in speech using 

hybrid deep network scheme [10]. Besides that, there 

are many possible applications for this new kind of 

technology. It will be possible also to apply it for 

most of the basic measurement using common 

sensors. For example, if we are looking back at infant 

incubators, it could use a temperature sensor. It could 

be used either for the incubator and also the body 

temperature of the baby. 

The purpose of doing this design is to create a 

better monitoring device for the incubator, which 

could help the nurse. The common way to do this is 

by interpreting the baby’s cry. The benefit from this 

is to reduce the frustration of unknowing what to do 

in a real problem. In many cases, a nurse could be 

guided by machine learning in order to understand the 

babies. 

Common infant incubators would be used as a 

regulator of temperature and humidity only. This 

could be improved to have more functions, such as 

analyzing air condition inside the incubator in order 

to find the best condition for the baby’s health. It 

could also use a webcam to monitor Baby activity 

[11]. In order to help the nurse, a crying decoder 

should be helpful enough to calm and nurse the baby 

[12]. An IoT system would be used here to provide 

the communication facility. It will help in collecting 

the data which would be stored at a server; it might 

be further processed automatically by using machine 

learning in that server. However, in this work, we 

only focus on cleaned baby voice out of the 

background [13]. This will help on classifying the cry 

with all possible parameters extracted using python. 

2. Methods 

By seeing the importance of the condition of the 

baby concerned then, there are three things which we 

should like to discuss. They are the infant incubator, 

the baby voice itself, and the possible monitoring 

system design. The monitoring system design will 

include possible sensors to improve infant incubator. 

2.1 Infant incubator 

An incubator is a device used to treat and protect 

newborn babies with premature or unusually small in  

 
Figure. 1 Tesena infant incubator 

 

size. It offers a controlled environment, especially 

temperature. PT Tesena Inovindo produced the 

incubator used in this experiment. It offers closed-

loop temperature control, with selection between 

measured skin temperature or chamber temperature 

as a feedback value for the system.  

The chambers temperature is maintained by 

means of circulating air through a heated air duct 

underneath the baby chamber. Depending on the 

selection, the resulting temperature is continuously 

monitored, and then the heating is adjusted according 

to the users setting value. This incubator also features 

a means to add humidity inside the chamber by 

setting the window size of a water container manually. 

Water evaporates when heated air passed through its 

surface and carries humidity to the chamber. 

2.2 Baby voice 

The common method to interpret the baby’s voice 

is using Dunstan Baby Language (DBL). The 

language categorized the voice into five different 

words. The categories are shown in Table 1. 

Analyzing the baby’s voice is easier using available 

data, especially a labelled dataset. Five Baby’s word 

from the DBL actually could be used with the Open 

database from “Donate a cry corpus” [14]. From the 

number of WAV files, it could be seen that the 

distribution of data over each category was not even. 

There was more data in the category of hungry than 

other categories. It is more than 83% of the overall 

data. 

 
Table 1. Baby voice category 

Word Meaning Folder ∑ Files 

Neh I am hungry Hungry 382 

Owh I am sleepy Tired 24 

Heh I feel uncomfortable Discomfort 27 

Eairh There is air in my 

stomach 

Belly Pain 16 

Eh I want to burp Burping 8 
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Table 2. Baby’s profile 

Reason 

of cry 

Gender Age 

Boy Girl 0-4w 4-8w 2-6m 7m-

2y 

> 

2 y 

Hungry 232 150 133 42 130 68 9 

Discomfort 15 12 6 7 11 2 1 

Tired 11 13 6 3 13 2 0 

Belly pain 15 1 3 1 4 8 0 

Burping 3 5 1 2 4 1 0 

* w: weeks old, m: months old, y: years old 

 

The database was coming from the recorded 

voice of a baby using mobile phones. They were 

coming from many people who would like to 

contribute. As the voice itself was not from one baby, 

the recorded files have indicated with their profiles, 

such as gender, age group, and reason for crying. 

Composition details of WAV files over their profiles 

could be seen in Table 2. 

From Table 2, we could see furthermore that the 

distribution of data based on age profiles was not 

even also. There were more data in 0-4 weeks old 

than other groups of age in the category of hungry. It 

is about 133 over 382 of hungry data. It is about 

34.8%. Luckily, most numerous data is also the most 

important group of age for infant incubator. Usually, 

babies who would be using the incubator were also in 

that group of age. Babies must grow to their ideal 

weight within weeks and return to his mother. The 

total of data must be enough to accommodate the 

training, validation, and testing as in Eq. (1). 

 
∑ 𝑑𝑎𝑡𝑎 = ∑ 𝑡𝑟𝑎𝑖𝑛 + ∑ 𝑣𝑎𝑙𝑖𝑑𝑎𝑡𝑒 + ∑ 𝑡𝑒𝑠𝑡 (1) 

 

For consideration, if we just use 0-4 week old 

group as the limit from the incubator, the other non-

hungry data within this age group was only 16 data. 

It was only about 11%, and it still had to be also used 

for other purposes such as training, validation, and 

testing. Thus, our baby’s voice recognition should 

use this dataset carefully as the number was not too 

many. We could also use other age groups with a 

number of considerations.  

2.3 Intelligent module based on internet of things 

Fig. 2 is also showing the possible sensors for the 

chamber. The LM32 module could be used for the 

temperature while the DHT11 module might function 

as humidity measurement. Both sensors would 

become feedback for the heater and also inform the 

operator to increasing or decreasing the window size 

of a water container as it is provided manually. Extra 

sensors, both MQ-3 and MQ-135, would be 

indicating for gas composition inside the chamber  

 
Figure. 2 Hardware module 

 

 
Figure 3. Overall analysis system 

 

such as NH3, alcohol, benzene, smoke, CO2, et cetera. 

It could give a hint if the incubator were open for air 

circulation. The data will be sent to the server via the 

IoT module so that it can be processed and displayed 

the desired data. Those sensors would help to keep 

the best environment for the baby. 

Besides some possible sensors, there is also 

Arduino Uno as a common microcontroller module 

and ESP8266 for its communication module, as 

shown in Fig. 2. All possible data, including the 

baby’s voice, will be collected into a server for 

further analysis to get comprehensive data of the baby. 

The baby’s crying would help to indicate data from 

the incubator’s chamber and also the baby condition 

itself. The monitoring system will be then possible to 

justify the baby’s real environment from chamber 

temperature and its effects on the baby from the skin 

temperature and the baby voice. As discussed, the 
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communication could be utilizing the IoT technology. 

From those various data, the best condition for the 

baby could be maintained. That will include a process 

of sending data to the IoT Server and returning 

response values for the actuators of the incubators. 

After the implementation of that IoT platform, 

there is a possibility for calculation and data analysis 

in server. It will be processing using the data using an 

algorithm periodically and be concluded based on 

collected data of baby and incubator data. It could use 

a machine learning technique in order to find out the 

data pattern. A complete system of this is shown in 

Fig. 3. 

Fig. 3 shows where the incubator is monitored by 

a python-based web server. The server would use the 

available python libraries to extract the feature from 

the baby voice. After all, the sensor’s data and 

actuators value would be just recorded in a database. 

Before being sent to the web interface as a report to 

users for further manual actions, this system will 

perform machine learning-based analysis, including 

baby voices, and having the historical data of each 

incubator. How to record the data would be obvious. 

However, how to understand the baby voice would 

need a kind of voice algorithm. The common 

algorithm for interpreting voices is using Mel-

Frequency Cepstrum Coefficients (MFCC). The 

method is using the following steps to extract the 

voice features. 

 

𝑣𝑜𝑖𝑐𝑒𝑤𝑖𝑛𝑑𝑜𝑤(𝑛) = 𝑣𝑜𝑖𝑐𝑒𝑑𝑖𝑔𝑖𝑡𝑎𝑙(𝑛) ∗ 𝑤(𝑛)   (2) 

 

The first step is using the windowing technique. With 

0 ≤ n ≤ N −1 as the index of voicedigital, voicewindow 

could be calculated by using its convolution with the 

window function w(n). The digital voice is recorded 

voice of WAV files. It could be one from the database 

at Table 1. 

 

𝑤(𝑛) = 0.54 − 0.46 cos (
2𝜋𝑛

𝑁−1
)         (3) 

 

The well-known function is the hamming window at 

Eq. (3). With this function, we could process various 

length of files sequentially through a small window 

of time length. This is again a common method for 

Finite Impulse Response (FIR) Filter Design. 

 

𝑋𝑛 = ∑ 𝑥𝑘 . 𝑒−2𝜋𝑗𝑘𝑛/𝑁𝑁−1
𝑘=0     (4) 

 

After that, the process itself could be done in the 

frequency domain using a Discrete Fourier 

Transform (DFT) as in Eq. (4). That is with n as the 

index of the signal and k as index following the 

summation operation. This is related to Mel-

Frequency which has rules for its conversion as 

follows. 

 

𝑚𝑒𝑙(𝑓) =                                                            

{
2595. 𝑙𝑜𝑔10 (1 +

𝑓

700
) 𝑖𝑓 𝑓 ≥ 1𝑘𝐻𝑧

𝑓 𝑖𝑓 𝑓 < 1𝑘𝐻𝑧
}  (5) 

 

With f as the signal frequency in Hz, Mel(f) is the 

scale for new frequencies value conversion to get the 

feature from its original spectrum [15]. This new 

spectrum is based on the human hearing range, which 

is at 2000 - 5000 Hz frequency range. 

 

𝑋𝑖 = 𝑙𝑜𝑔10 (∑ |𝑋(𝑘)|𝑁−1
𝑘=0 . 𝐻𝑖(𝑘)) (6) 

 

Using i as the filter index with a value of 1,2,3,...,M, 

and Hi is the triangle filter at index i, we could 

calculate Xi as the convolution of the voice signal 

X(k) and the filter Hi( k ). The new frequency 

spectrum will be used to the MFCC features. 

 

𝐶𝑗 = ∑ 𝑋𝑖 cos (
𝑗𝜋(𝑖−1)

2𝑀
)    (7) 

 

MFCC features c could be extracted as in Eq. (7) by 

having j as a coefficient index with a value of 

1,2,3,...J, and M is the number of features. With the 

values, we could then construct the spectrogram as a 

representation object of the voice data. 

 

𝑔[𝑚, 𝑛] = (𝑤 ∗ 𝑓)[𝑚, 𝑛] = ∑ ∑ 𝑤[𝑗, 𝑘]𝑓[𝑚 −𝑘𝑗

𝑗, 𝑛 − 𝑘]            (8) 

 

Convolutional Neural Network (CNN) would be 

an application of convolution as in Eq. (8) and the 

features similarly like Artificial Neural Network 

(ANN) with weighing factor ω. This multiplication 

makes the possible calculation for input 2D dataset f 

with a size of m x n. 

 

𝑇 = [𝑇𝑒1 𝑇𝑒2 𝑇𝑒3] = [

𝜎11 𝜎12 𝜎13

𝜎21 𝜎22 𝜎23

𝜎31 𝜎32 𝜎33

]  (9) 

 

Finally, as we use python, it is possible to use 

developed libraries for MFCC [16] and Tensorflow 

[17] to accommodate the CNN calculation. 

Tensorflow will be useful to work with the vectors as 

in Eq. (9). 

Parents and nurses as decision-makers can assess 

the condition of the baby in the incubator and produce 

complete information about the baby. As the data is 

more into unreadable by the user, it is expected to use 

the described method to conclude them in an 
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understandable form. The data could be then accessed 

from the web or mobile app.  

3. Result and discussion 

From the recording shown in Table 1, it is 

possible for us to get MFCC features and apply CNN 

to learn the characteristic of a baby’s cry with some 

limitations. This is due to the fact that from five baby 

classification, namely; hungry, tired, discomfort, 

belly Pain, and burping, it is only hungry, which has 

enough data. After the baby voice, it is not difficult 

to see all the sensor data via the database. 

3.1 Baby voice 

The first validation of open cry database [14] was 

using the length of the records. It made sure that all 

the data had enough length. Total data was 457. The 

plot of overall data could be seen in Fig. 4. 

Fig. 4 showed that the range of time length was 

between 6.0-7.1 seconds. Based on the range, the 

window time could be 50 msec and the used time 

length is 6.30 seconds. This specification will be used 

later to generate mfcc features. From the figure, it 

could also be seen that the hungry’s category with 

green color, had dominated most of the data set. It 

could be seen that the other symbols were distributed 

within the range but none as many as green color. 

Based on its power value on the vertical axis, it could 

be noticed that overall categories have almost similar 

value range. The maximum value of hungry category 

around 12,000 W was closed by discomfort value. 

Meanwhile, the mean value of each category also 

showed similar value which is around 1,000 W with 

a little different for each category. 

Although the data was not balanced for each 

category, there is still a possibility to find out the 

characteristic of power in the expectation that it is 

different between each category. In that regard, the 

calculation should check all the WAV files for power 

value on each category. From there, we could see the  

 

 

Figure 4. Distribution of power over record’s length 

 

Figure 5. Comparison of power’s distribution 

 

distribution of the power from overall data. The 

distribution of power on each category was shown at 

Fig. 5. 

Fig. 5 showed the distribution. From the figure, it 

could be seen that the maximum probability of power 

value from each category was about the same. 

Although the hungry category has a less of power 

value compared with other categories, it does not 

mean much. Looking again into the shape of the 

distribution, we could see it is different compared 

with tired, discomfort, and burping. However, it 

shows that the shape of hungry has almost similar 

with belly pain. This may indicate that the data could 

not be separated only by using power value. 

Looking back into the number of data, the hungry 

data was only left 133. It was if the concern was for 

infant incubator since the data would be limited to 0-

4 months old only. Thus, the classification could be 

arranged just into two categories which are hungry 

and non-hungry. The total number of non-hungry was 

only about 75, although it was already included all 

data from the other four categories, such as tired, 

discomfort, belly pain, and burping.  

Meanwhile, the number of recordings with 

hungry indication has more data compared to other 

categories. Thus, it is not possible to use it as data 

training for each category. It is more probable to 

classify the voice as hungry over non-hungry. With a 

total of data, as mentioned before, the hungry group 

has about 1.77 times more data compared with the 

non-hungry. Again it was with reality of non-hungry 

group was less than 100 data. This may affect later on 

learning rate with its accuracy and loss validation. 

The feature of each baby voice as discussed was 

extracted using mfcc algorithm. By using this method, 

it is possible to map the feature against its windowing 

index to become 2D graphs. It is shown in Fig. 6. The 

figure showed spectrogram for each baby voice 

category. The color was showing the mfcc value from 

each recording voice using Eq. (7). From these 

figures, we could see that all of them were  
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(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

Figure. 6 Spectrogram: (a) hungry, (b) tired, (c) 

discomfort, (d) belly pain, (e) burping, and (f) color map 

 

constructed in the same size height and width. The Y-

axis itself was actually the scaling of MFCC 

frequency. In this work, we use 16 as the number of 

cepstrum or MFCC frequency length as discussed 

from Eq. (5). Then, for the time length of voice as x-

axis, we limit it into 126 of Hamming Window as in 

Eq. (3). With the window length of 50 ms, we would 

have limited time length is 6.30 seconds as elaborated 

before from Fig. 4. From there, we could compare 

each other. It could be seen that hungry cry had the 

lightest color compared to other categories. It 

indicates that it has a lower intensity’s value. The 

gradual increase of the color was shown from belly 

pain, tired, discomfort, and burping respectively by 

inspection. However, discomfort and burping were 

just different from the pattern. 

Although from all of them, it is possible to see the 

difference, we still had to stick with two categories 

only. It is because this graph is the only 

representation of one WAV file. In order to make a 

general pattern, we have to consider all of the 

available WAV files. Thus, we decide to use hungry 

as the target of classification. Looking at those 2D 

graphs, there were more possibilities to find its 

characteristics. However, it might need different 

method compared last results from 1D data such as 

power distribution. It will use the availability of a 

database and learn from there to classify the hungry 

voice. 

3.2 Machine learning and database 

To learn and to classify the voice, machine 

learning will be used to accommodate the number of 

files. Here, we could use CNN over common ANN. 

With this technology, it is possible to learn the files 

without necessary to find the characteristic manually 

as 1D approach of power distribution. It used a 

procedural method which was passing through the 

several phases. The first phase was making a possible 

model. There should be kind of several activation 

layers with the size of the 2D sample of our graphs 

which was an input shape of 16 x 126 per 1 file.  

After that, there were the training phase and 

testing phase before going to the validation phase. To 

go inside those last phases, we should manage our 

limited number of files. Here, we just use standard 

proportion which is 10% for validation and 10% for 

testing. It will leave us only 80% for the training. This 

will divide our available 133 of hungry files and 75 

of non-hungry files into three random groups of data. 

They will become 168 of training files, 20 of 

validation files, and 20 of testing files. All of them 

were randomize a group of hungry and non-hungry 

data. After the training, we could get the result of 

testing and validation, as shown in Fig. 8. 

Fig. 8 shows the result of our tested model. It 

could get a training score of 84.52% for accuracy and 

39.43% for loss. This could be improved by changing 

the number of layer and activation function on each 

of the layer in the machine learning model. However, 

it will still be affected by the number of data. That 

limit was visible from 20 of validation files as the 

learning stuck at around 75% for the loss and 50% for 

the loss. It could be seen that after epoch reached 20, 

the learning was going for overfitting on both 

accuracy and loss. This once again affected our 20 

testing files which classified as in Table 3. It showed 

the confusion matrix from the testing file, which was 

in total 20. It could give out the performance of our 

learning model. 

By having Hungry group which was detected 

with Positive value of 8 as True Positive (TP), then 

Non-Hungry one that was detected with Negative 

with a value of 3 as True Negative (TN), we could get 

its accuracy, precision and sensitivity of our CNN 

 
Table 3. Confusion matrix 

Score Hungry Non-Hungry 

Positive 8 6 

Negative 3 3 
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Figure. 7 CNN structure 

 

 
Figure. 8 Training and validation 

 

 
Figure. 9 Database view 

 

model following the accuracy which was stated 

before. It was by using the following equations.  

 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑃+𝑁
  (10) 

 

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
  (11) 

 

 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
  (12) 

 

The other two groups were known as False 

Positive (FP) and False Negative (FN), which got 6 

and 3, respectively. Then, we also had P as a total of 

Positive group and N as a total of Negative group, 

which were 14 and 6 in order. The accuracy of the 

structure was only 55%. Meanwhile, for Precision 

and Sensitivity, the values were 57% and 73% in 

sequence.  

The percentage score could be changed by 

repeating the process as the weighing value inside 

CNN layers was updated automatically. However, 

the overfitting trend would always be visible due to 

this limited number of data sets. The limited number 

of the non-hungry group was helping us to see the 

possibility of the real condition. In which the early 

infant below four months will mostly cry because of 

hungry. This is understandable because babies at this 

age need to double their weight within months [18]. 

In respect of “Donate a cry corpus” [14], our CNN 

model had shown better result compared with 

clustering method using statistical feature extraction 

and gaussian mixture models [12] which is having an 

accuracy of 81.27%. Again with the same source, the 

other test with the machine learning method was 

implemented for Automated Baby Monitoring which 

could reach 96% precision. However, it is only for 

crying/non-crying detection [11]. Thus, this approach 

using Tensorflow which could reach 85% from the 

training was promising because it could suggest the 

hungry condition over other categories. It was better 

than guessing that might give suggestion to the nurse. 

The percentage of the performance of baby cry 

recognition could also be increased by including the 

sensors. Figure 9 shows the sample of the sensor’s 

records from the incubator. The humidity was in % as 
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a relative value compared with saturated vapour 

density. Meanwhile, the temperature was in Celsius. 

Finally, MQ-135 and MQ-3 showed the rated flow of 

air quality and alcohol-ethanol-smoke, respectively. 

By combining those sensors with the baby cry 

interpreter, it is possible to know the baby’s overall 

condition. This will improve the current infant 

incubator [19]. 

The main idea behind this is that it will help the 

nurse in monitoring the baby. Yet, a high-cost 

efficiency using this IoT technology could be 

achieved by improving the function of actuators 

inside the incubator. The system will also help the 

technician in maintaining the incubator. A historical 

record of the baby cry and the sensors data will give 

an overall report of the baby condition and its 

environment.  

4. Conclusion 

From this system, it is possible to find out the 

baby voice classification by using machine learning. 

Our test with the open voice database was possible to 

get 85% of accuracy. This result was limited with the 

number of non-hungry group of data which might be 

the reality of babies at that age range. Meanwhile, the 

incubator will be used a lot in range ages less than a 

month. For the sensor, as shown, it showed the 

possibility of a further process to improve the overall 

report of baby condition. However, it will need a 

further clinical trial to find out air condition inside the 

chamber of the infant incubator. 
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