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Abstract: Noise may affect images in many ways during different processes. Such as during obtaining, distribution, 

processing, or compressing. The Sparse Representation (SR) algorithm is one of the best strategies for noise reduction. 

One meta-heuristic algorithm is the Particle Swarm Optimization (PSO). This research demonstrates excellent results 

in noise reduction in the Fast PSO version while utilizing the SRs as well as meta-heuristic algorithms to gain. This 

method is known as FPSO-MP and it depends on the Pursuit Algorithm (MP) that matches. In this proposed study, a 

Dynamic-Multi-Swarm (DMS) method and a pre-learned dictionary (FPSO-MP) approach is presented to reduce the 

time for the learning dictionary calculations. The output of the denoising algorithm QPSO-MP is dependable on 

dictionary learning because of the dictionary size or increased number of patches. Similar to this work, a Non-locally 

Estimated Sparse Coefficient (NESC) is one explanation for the low efficiency of the original algorithm. Compared to 

the original PSO-MP method, these enhancements have achieved substantial gains in computational efficiency of 

approximately 92% without sacrosanct image quality. After modification, the proposed FPSO-MP technique is in 

contrast with the original PSO-MP method. The scientific findings demonstrate that the FPSO-MP algorithm is much 

more efficient and faster than the original algorithm, without affecting image quality.  The proposed method follows 

the original technique and therefore reduces during run-time. The result of this study demonstrates that the best-

denoised images can always be accessed from the pre-learned dictionary rather than the learning dictionary developed 

across the noisy image during runtime. We constructed images dataset from the BSD500 collection and performed a 

statistical test on these images. The actual findings reveal that the suggested method is excellent for noise reduction 

(noise elimination) as well as highly efficient during runtime. The analytical findings indicate that both quantitative 

and image performance outcomes are obtained with the proposed FPSO-MP approach during its contradiction with 

when denoising algorithms. 
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1. Introduction 

Contamination of noise becomes more noticeable 

during processing, delivery, storing, or compression 

of an image. Various types of noise exist that 

influence the image badly. Such as Gaussian, 

Impulsive and Mixed noise. Denoising images is an 

important pre-processing phase during photograph 

production [1]. Image processing requires multiple 

pre-processing phases. The primary purpose of the 

denoising image is to eliminate noise from corrupted 

images in an attempt to approximate their original 

image. This is to ensure that during maintenance the 

edges, textures, and information of the respective 

features remain consistent [2]. In recent years, 

numerous image denoising algorithms have been 

proposed and successfully implemented. These 

algorithms have helped in increasing the accuracy of 

blurred images which are distorted by various kinds 

of noises [3, 4]. A greater description of denoising 

algorithms is accessible. While there are various 

kinds of image denoising algorithms, they are not 

suitable for noise reduction and run time. Primarily, 

three types of algorithms are utilised, namely, 

denoising on the domain, spatial filters as well as 

image denoising and image denotation. Examples of 

the transform domain filter image denoising 
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algorithms include Wavelet, Fourier Transformations 

and Block-Matching and 3D filtering (BM3D) 

algorithms [5]. The bilateral Gaussian reference, as 

well as non-local mean filters, are instances of the 

second kind of image denouncing algorithms which 

heavily rely on spatial filtering. The K-Singular 

Value Decomposition (K-SVD) [4], Large-Scale 

Sparse Clustering (LSSC) [8], and Clustering-based 

Sparse Representation (CSR) algorithms are 

examples of the preceding third type of learning-

focused analysis. These algorithms are designed to 

enhance the accuracy and performance of the images. 

The denoising algorithm relies on SR to detect a 

correct dictionary which helps in matching the layout 

of the local images. The SR based denoising 

algorithm can be improved through dictionary 

efficiency with the effects of sparse coding to suit the 

features of the image. There are two types of the 

dictionary, the Static Dictionary (Wavelet, Gabor, 

Gabor Wavelet, Gabor Log, Log Wavelet), and the 

Discrete Cosine Transformation (DCT) dictionary. 

The second type is considered as the learning 

dictionary. The adaptive dictionary atoms are 

generated iteratively. It is also a challenging issue for 

the researchers to use the learning dictionary 

accurately. The dictionary should be extracted from 

the input data, which is a core concept for learning 

from dictionaries. The new sparse dictionary learning 

strategies are promoted because the image 

transmission usually requires to represent the input 

data utilizing as little as possible. Pre-determined 

dictionaries, such as Fourier or wavelet 

Transformations had to be included in the general 

procedure previous to that technique. 

The Processor requires few minutes or more to 

learn from the dictionary for a standard issue. The 

implementation of the K-SVD method is, therefore, 

overloaded in large-scale images. The usage of the 

learning dictionary in the denoising algorithm 

remains a challenging problem. Researchers have 

encountered problems when it comes to identifying 

an appropriate image denoising strategy. SR method 

is most widely used for images representing Gaussian 

noise. The K-SVD method implements two sub-

problems, Sparse Coding, and Dictionary Updating. 

Nearly all sub-problems in [4] rely on heuristic 

sampling techniques. OMP achieves sparse coding 

under its over-complete dictionary as well as the 

dictionary is updated and calculated using column-

wise sequential SVD. The accurate use of the 

learning dictionary is still a challenging issue when 

using it with the denoising method. Researchers are 

facing a challenge in seeking an appropriate imaging 

technique denoising. 

The goal of this study is to reduce the adaptive 

dictionary's computational complexity and improve 

test image denoising quality. This paper includes MP 

as well as a dictionary learned from the latest quick 

PSO algorithm. This study has enhanced the PSO to 

reduce the difficulty of the calculation as well as the 

time of execution. 

Two important performance measures for 

denoising evaluation indicators are noise reduction 

and numerical efficiency. In other words, most 

denoising apps require an agreement between noise 

reduction as well as computational expense. This 

study has explored the usefulness of the 

computational difficulty in a learning dictionary 

which is one of the long-term modules of the original 

PSO-MP algorithm. Experimental findings suggest 

that our fast PSO-MP (FPSO-MP) process, with two 

technological developments, has generated highly 

competitive output in terms of noise reductions, 

computational complexity and denoising algorithm 

as compared to its simple execution. These 

enhancements relate significant advantages of up to 

92% computational efficiency without compromising 

on image quality compared to the original PSO-MP 

method. After modification, the proposed FPSO-MP 

technique is contrasting to the original PSO-MP 

method. The scientific findings show that our 

proposed FPSO-MP algorithm is much more efficient 

as well as faster than the original algorithm, without 

having to sacrifice image quality.   

The rest of this paper is arranged as follows. The 

new FPSO-MP approach is addressed in section 2 

along with two improvements in the initial PSO 

algorithm. Section 3 has performed checks and 

analysis based on the experimental outcomes and 

performance of the proposed FPSO-MP algorithm 

and the other denoising algorithms. In section 4, this 

study is concluded. 

2. The proposed method 

2.1 Matching pursuit (MP) 

MP is a wasteful algorithm, which uses the 

decomposition of the signal depending on an atom 

which is the part of the redundant dictionary. While 

MP is added, the appropriate atom may be identified 

from just the dictionary atoms, which could be 

accessible in each iteration. Let 𝐷 = {gγ}γ∈Γ is 

dictionary atoms, with an undefined scale image of 

size z × 𝑐 . Here, 𝛤  is the set of all indexes 𝛾  and 

||gγ|| = 1  [1]. Considering y giving out a random 

image. An MP's first step is to estimate x by 

projecting it on a vector 𝑔𝛾0
∈  𝐷. 
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𝑥 =< 𝑥, 𝑔𝛾0
> 𝑔𝛾0

+ 𝑅𝑒𝑥           (1) 

 

Where, < 𝑥, 𝑔𝛾0
> 𝑔𝛾0

 is the atom 𝑔𝛾0
 𝑦 

projection, 𝑅𝑒𝑥  is the initial signal residual, and 𝑔𝛾0
 

is orthogonal to the residual 𝑅𝑥 [1]: 

 

||𝑥||2 = | < 𝑥, 𝑔𝛾0
> |2 ||𝑔𝛾0

||2 + ||𝑅𝑒𝑥||2     (2) 

 

 ||𝑥||2 = | < 𝑥, 𝑔𝛾0
> |2                                               

+||𝑅𝑒𝑥||2,   𝑤ℎ𝑒𝑟𝑒 ||𝑔𝛾0
||2 = 1            (3) 

 

The equation ||𝑅𝑒𝑥||2 = ||𝑥||2 − | < 𝑥, 𝑔𝛾0
> |2  

has to minimize. The equation 𝑔𝛾0
∈ 𝐷 is required to 

be selected to maximize| < 𝑥, 𝑔𝛾0
> |. The original 

signal can be rebuilt using the selected  𝑔𝛾𝑛
 atom 

using the following 𝑄 iteration: 

 

𝑥 ≈ ∑ < 𝑅𝑒𝑥
𝑞

,
𝑄−1
𝑞=0 𝑔𝛾𝑞

> 𝑔𝛾𝑞
              (4) 

 

Several of the key stages in denoising systems are 

the method of producing 𝑔𝛾. The Gaussian method is 

often used in Eq. (5). The basic function is a Gaussian 

which is a one-directional function and the second 

factor in the Gaussian dimension. A Gaussian 

function is being used in the TLS model to construct 

the pre-learned dictionary. The corresponding 

formula is going to build the Gaussian method. 

 

 𝑔𝛾 = (2 − 4𝑢2)𝑒− 
1

4
(𝑢2+𝑚2)

     (5) 

 

In Eq. (5), the development of x and y directions 

for the TLS rotation dictionary is used, 

i.e.  (translation and libration in x, y directions 

𝑇[𝐿]𝑥 , 𝑇[𝐿]𝑦, 𝐿𝑥, 𝐿𝑦  and screw rotation 𝑆[𝐿] ) 

respectively. Where, 𝑢, and 𝑚  are the number of 

rows and vectors of the pre-learned dictionary which 

uses the TLS pattern to estimate  𝑢, 𝑚.  

 

𝑢 =
(𝑇[𝐿]𝑥×cos(𝑆[𝐿])+𝑇[𝐿]𝑦×sin (𝑆[𝐿]))

2
(

𝑠𝑡𝑥
𝑁𝑁

)
      (6) 

 

𝑚 =
(𝑇[𝐿]𝑦×𝑐𝑜𝑠(𝑆[𝐿])−𝑇[𝐿]𝑥×  𝑠𝑖𝑛 (𝑆[𝐿]))

2
(
𝑠𝑡𝑦
𝑁𝑁

)
            (7) 

 

Where 𝑆[𝐿], 𝑠𝑡𝑥 , 𝑇[𝐿]𝑥 , 𝑇[𝐿]𝑦, 𝑎𝑛𝑑 𝑠𝑡𝑦 is a, 

screw rotation angle, 𝑥, 𝑦 are the translation in axis 

and random population columns. The total amount of 

TLS model variables is 5,  𝑁𝑁 = 5.  

2.2 Particle swarm optimization (PSO) 

PSO is implemented in [6], by Kennedy and 

Eberhart, emulates bird flocking attitudes to fix 

optimization issues. In PSO, any solution is 

considered to be a particle. All particles have 

velocities and fitness values. By knowing from the 

previous knowledge of all the particles, we get to 

know that the particles travel across the D 

dimensional problem space. Moreover, the particles 

continue to travel throughout the searching phase into 

a better search location. The velocity 𝑣𝑒𝑙 𝑖
𝑑 and 

location 𝑝𝑜𝑠 𝑖
𝑑 changes for the 𝑖𝑡ℎ  particle's 𝑑𝑡ℎ 

dimension: 

 

𝑣𝑒𝑙 𝑖
𝑑 = 𝛽 × 𝑣𝑒𝑙 𝑖

𝑑 + 𝑎1 × 𝑟𝑎𝑛𝑑𝑜𝑚1𝑖
𝑑              

× (𝑝𝑏𝑒𝑠𝑡
𝑖
𝑑 − 𝑝𝑜𝑠 

𝑖
𝑑) + 𝑎2 × 𝑟𝑎𝑛𝑑𝑜𝑚2𝑖

𝑑
    

× (𝑔𝑏𝑒𝑠𝑡𝑑 − 𝑝𝑜𝑠 
𝑖
𝑑)                    (8) 

 

𝑝𝑜𝑠 𝑖
𝑑 = 𝑝𝑜𝑠 𝑖

𝑑 + 𝑣𝑒𝑙 𝑖
𝑑             (9) 

 

Although 𝑎1 and 𝑎2are the momentum constants, 

𝑟𝑎𝑛𝑑𝑜𝑚1𝑖
𝑑 and 𝑟𝑎𝑛𝑑𝑜𝑚2𝑖

𝑑 are the two standard 

distributed random numbers within the range [0, 1]. 

𝑝𝑜𝑠𝑖 = (𝑝𝑜𝑠 𝑖
1, 𝑝𝑜𝑠 𝑖

2, 𝑝𝑜𝑠 𝑖
3, … , 𝑝𝑜𝑠 𝑖

𝐷  ) , 𝑝𝑏𝑒𝑠𝑡𝑖 =

(𝑝𝑏𝑒𝑠𝑡 𝑖
1, 𝑝𝑏𝑒𝑠𝑡 𝑖

2, 𝑝𝑏𝑒𝑠𝑡 𝑖
3, … , 𝑝𝑏𝑒𝑠𝑡 𝑖

𝐷  ) , 

and 𝑔𝑏𝑒𝑠𝑡 = (𝑔𝑏𝑒𝑠𝑡1,
𝑔𝑏𝑒𝑠𝑡2, 𝑔𝑏𝑒𝑠𝑡3, … , 𝑔𝑏𝑒𝑠𝑡𝐷  ) are the locations of the 

particle 𝑖𝑡ℎdimension, the strongest prior location for 

the 𝑝𝑏𝑒𝑠𝑡𝑖 fitness cost of the 𝑖𝑡ℎ  particle and the 

strongest discovered location for the whole 

population. 

2.3 Fixed or pre-learned dictionary 

The dictionary is the replication of the initial 

algorithm for any outer loop iteration. The denoising 

or medium noisy image is collected to train patches. 

These training patches are clustered through different 

groups and PCA sub-dictionary which is acquired by 

each cluster. A lightweight sub-dictionary of PCA is 

selected to code it for a particular patch. Since 

dictionary construction from image patches occurs at 

runtime, therefore, this would be relatively higher 

time difficulty, especially for large image size. In 

reality, certain consideration must be fulfilled to 

generate the dictionary that can effectively portray 

the quality of the image: (1) training the dictionary 

itself on the noisy image (produced at runtime as well 

as incrementally modified, earlier known as the 

learned dictionary, obtained in the initial algorithm) 

and (2) training the dictionary immediately on a high-

quality image rather than a blurry one.  In this  
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(a) (b) (c) 

   

(d) (e) (f) 

Figure. 1 Six test images. :(a) img1, (b) img2, (c) img3, (d) img4, (e) img5, and (f) img6. The img1, img2, and img3 

are 256 × 256. All other images are 512 × 512. 

 

research, instead of an optimized learned dictionary 

runtime, the pre-learned dictionary has been used, 

which has greatly reduced the run time. Every 

internal iteration of the initial algorithm includes the 

following. The decomposition of the blurry image 

into inconsistent patches, the sparse coding of image 

patches, the calculation of sparse coefficients, and the 

reconstruction of the noisy image from the estimated 

patches [2, 3]. In such modules, the dictionary 

operates a significant part. As we know that it is not 

feasible to reach the initial image equal to the noisy 

one. Therefore, when implementing the initial 

algorithm to the denoise image, the dictionary is 

going to produce another smooth image, in which its 

elements vary from the components of a noisy image. 

The comparison images representing the components 

of the sample images in Figs. 1 and 2 distinctively. 

This can also be used to calculate the reliability of the 

pre-learned dictionary technique. The denoising 

effects of the original method are not specific to the 

sample images used for the advancement of the 

dictionary. 

A pre-learned dictionary also being used to 

improve the PSO-MP algorithm. 

2.4 DMS of population 

A current version of the PSO algorithm is the 

focus of the DMS-PSO strategy. The difference 

between PSO and DMS-PSO is that the swarms are 

both large and smaller [8]. The DMS-PSO algorithm 

is a community topology with two main features. 

Also, the DMS defines the total PSO 

algorithmpopulation into smaller swarms. Such 

swarms are constantly re-clustered using different 

proposals for grouping and exchanging of all this data 

among them. Fig. 3. shows the DMS-PSO strategy 

search [1].  

 
(a) (b) (c) (d) 

Figure. 2 Additional images were collected randomly 

from numerous image databases BSD500 [7]  
 

 
Figure. 3 DMS-PSO strategy search [1] 

2.5 The proposed (FPSO-MP) method 

The first enhancement in our proposed method is 

to construct the pre-learned dictionary from high-

quality textured images instead of the over-

completed dictionary generated. The generated 

dictionary is created from its own from the defined 

noisy image or the inadequately denoised image. The 

second proposed enhancement is to use the DMS over 

the algorithm of the PSO (DMS-PSO). The 

population is broken into tiny parts while utilizing 

DMS.   That   group  is  going  to  be  utilizing   their 
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Figure. 4 The flow chart of the proposed method 

 

participants to discuss the space. There is going to be 

no drop in the complexity of an entire population 

during this process because the knowledge produced 

by each swarm would be swapped. The leaders of 

each swarm group would be normally distributed in a 

generation (i.e. the period of regrouping). Fig. 4 

demonstrates the main steps of the proposed (PSO-

MP) method. 

3. The numerical results 

3.1 Comparison of the proposed algorithm with 

the original version 

We have performed our testing on the proposed 

FPSO-MP approach on the BSD500 [7]. We 

constructed a dataset of 200 images from the BSD500 

collection and implemented a statistical test on these 

images. The comparison images consist of several 

styles of scenes such as indoor, outdoor and portrait 

scenes. The computational complexity of the 

proposed and initial algorithms is measured. The 

testing is performed on a SAMSUNG PC, running 

Windows 10 with i7 CPU, MATLAB R2013 64-bit, 

and 8 GB RAM. 

3.1.1 Complexity analysis 

An initial method of main computing costs is 

described as follows. The quality of the denoising 

initial method is heavily relied on dictionary learning, 

especially when it increases the dictionary size or the 

number of training patches. Previously, one of the 

given explanations for the low performance of the 

initial algorithm of a Non-local Approximate Sparse 

Coefficient (NESC) was relying on a corresponding 

patch. This patching process is a time-consuming 

procedure that is fairly close to the initial algorithm 

used for diagnosis. The isotropic atom used 

throughout the initial algorithm is to construct the 

dictionary, which is a time-consuming process and 

this also explains the poor performance of the initial 

algorithm. While the original algorithm is useful to 

minimize noise, the measurement expense of these 

difficulties is limited in large-scale images. 

Additionally, the testing for the initial method 

process is not sensitive to the dictionary sample 

images material. Moreover, the pre-learned 

dictionary is being used to speed up the initial 

algorithm. The original denoising algorithm requires 

the complexity of 𝑂(𝑃𝐼2), where 𝑃 is the patch pixel 

quantity, and 𝐼 is the image pixel quantity. Moreover, 

the time required to denoise a single 512 × 512 

image is too long. The duration for an outer loop is 

roughly 472 s with unoptimized MATLAB codes on 

a PC fitted with Intel Core (TM) i7 CPU and 8 GB 

RAM for 512 × 512 images. In a simple outer loop, 

the computation of dictionary learning, as well as 

weighting, requires about 82 s and 390 s, which 

requires about 1032 s to denoise a 512 × 512 image. 

Both improvements (DMS population as well as pre-

learned dictionary) were used to improve the 

computational efficiency of the initial algorithm to 

minimize the processing time without much-

sacrificing on the image quality. The pre-learned 

dictionary function was constructed successfully in 

reducing the proposed algorithm's running time. 

The pre-learned dictionary applied immediately 

on our proposed method (it doesn't require long to set 

up) while it requires more than 82 s for image 

processing to operate efficiently. This means that the 

computational complexity of the proposed method is 

much smaller than the local version of the proposed 

algorithm. Fig. 6 demonstrates the average quality of 

the suggested algorithm, which exceeds the quality of 

the algorithm suggested. Fig. 7 Shows the average 

implementation time of the suggested method, which 

is below the equivalent value of the initial method. 

This indicates the potential benefits of our proposed 

method. 
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3.1.2 Noise elimination 

The proposed and initial methods are represented 

by a PSNR meaning of denoised images in Table 2. 

It is recommended that the proposed approach should 

be used with broad images because of its limited 

runtime and acceptable performance of denoised 

images. The average values of PSNR for the 

proposed method is greater than those for the 

proposed algorithm. The key reason for this is the 

population separated into different classes. Table 3 

demonstrates the comparison time of execution (in 

seconds) of the proposed and initial method under 

varying noise levels from 5 to 90. The proposed 

method has faster execution than the initial method. 

In the case of visible analysis, the findings of both 

methods are quite similar. This implies that the new 

method performs well and the initial method is 

efficient in reducing the run time. The variations 

between both the findings denoised denounced can be 

seen in Fig. 5. The proposed and initial method show 

a similar sigma and image. The proposed method 

follows the original method and therefore 

successfully manages to reduce the run time. The 

testing and analysis of this study show that the best-

denoised images are accessible from the pre-learned 

dictionary rather than the learning dictionary 

developed across the noisy image during runtime. 

Natural images successfully match with the pre-

learned dictionary. In short, the actual findings reveal 

that the suggested method is excellent for noise 

elimination and running time. Table 1 displays the  

 

 
(a)                                          (b) 

 
(c)                                          (d)  

Figure. 5 Denoised findings of a low noise on img.1 (𝜎 =
25) using original (initial) and proposed, respectively. (a) 

Original image; (b) corrupted image; (c) denoised image 

using the initial method, and (d) denoised image using the 

proposed method 

 
Figure. 6 Displays average PSNR performance for the 

suggested and initial denoising methods on all sample 

images 

 

 
Figure. 7 Average execution time for the suggested and 

initial denoising method on all sample images 

 

pre-learned dictionary that was equipped to recognize 

the meaning of the images obtained on certain 

excellent quality images. Table 1 shows that the 

PSNR findings are higher than 133 decibels (dB), 

indicating that the accuracy of the reconstructed 

image is acceptable. 

3.2 Comparison between the proposed and the 

state-of-the-art algorithms 

The denoising efficiency of the proposed method 

is equivalent to the state-of-the-art denoising 

techniques, 1) BM3D [5], 2) LSSC [9], 3) edge-

preserving image denoising (EPID) (Gijbels, 

Lambert and Qiu, 2006), 4) WNNM [11], 5) SNLM 

[12], 6) BM3D-SAPCA [13], 7) FastNLM (Seynnes 

and Cronin, 2020), and 8) FNCSR [15]. To make a 

fair distinction of both the suggested method and the 

state-of-the-art algorithms, the images evaluated 

were the same, providing the very same size as well  
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Table 2. Displays PSNR (in decibel) compared of the suggested method with the initial method under various noise 

rates between 5 as well as 90. The bold values suggest full PSNR values 

 
Table 3. Demonstrates comparison time of execution (in seconds) of the proposed and initial method under varying 

noise levels from 5 to 90. The bold values show the lowest period to implement 

 
Table 4. Detects average run time in seconds on 300 image data and various noise levels from 5 to 90 comparison of 

competitive algorithms 
 𝜎 = 5 𝜎 = 25 𝜎 = 45 𝜎 = 75 𝜎 = 90 

SNLM [12] 83.53 84.14 76.42 77.89 84.15 

BM3D [5] 4.92 6.45 7.36 6.82 6.67 

BM3D-SAPCA [13] 226.43 179.13 193.35 202.67 184.38 

FastNLM [14] 0.72 0.93 0.94 0.80 0.68 
WNNM [11] 293.24 284.31 296.57 256.89 293.73 

K-SVD [4] 95.43 156.42 153.32 168.89 172.81 

FNSCR [15] 33.93 32.41 36.82 39.6 47.89 

Proposed method 19.42 27.13 29.42 28.54 37.02 

 
Table 5. Displays the average PSNR contrast on 300-image data collection at various noise levels 5 to 90 between the 

proposals and the other state of the art approaches. The bold values reflect the highest PSNR values 

 

as affected by the Gaussian noise (GN), noise 

levels  𝜎 = 5,25,45,75, and 90 . The experimental 

results of this paper reveal that the proposed method 

has a shorter deployment time. On the other hand, the 

BM3D and FastNLM methods are quicker than the 

standard, although the overall suggested output is 

better than any of the other algorithms. The proposed 

method maintains certain cooperation between the 

output of denoised images and the processing period. 

Natural images are applied to the proposed method. 

Table 5 shows the average PSNR output on the 300 

test images using 08 separate state-of-the-art methods 

Images 
𝜎 = 5 𝜎 = 25 𝜎 = 45 𝜎 = 75 𝜎 = 90 

suggested initial suggested initial suggested initial suggested initial suggested initial 

Img1 38.4 35.3 33.8 31.6 27.5 24.9 25.8 21.6 22.3 19.8 

Img2 37.4 35.7 33.9 30.2 30.7 28.5 28.1 24.2 24.9 21.3 

Img3 35.8 33.5 31.4 29.2 30.6 27.8 27.2 25.4 25.7 23.6 

Img4 36.4 34.2 34.5 31.3 30.8 28.4 27.3 24.7 24.4 23.5 

Img5 37.5 35.6 34.3 33.1 31.3 27.4 29.1 27.6 26.3 24.3 

Img6 39.3 38.2 36.1 34.3 33.4 31.3 30.4 27.3 25.1 22.5 

Average 37.5 35.4 34.0 31.6 30.7 28.1 28.0 25.1 24.8 22.5 

Images 
𝜎 = 5 𝜎 = 25 𝜎 = 45 𝜎 = 75 𝜎 = 90 

suggested initial suggested initial suggested initial suggested initial suggested initial 

Img1 263 1032 204 1009 242 935 194 923 203 837 

Img2 175 783 292 837 364 683 203 763 182 585 

Img3 169 981 284 1047 273 794 198 672 173 731 

Img4 260 692 129 629 251 842 173 753 112 592 

Img5 212 719 118 768 372 927 217 683 201 836 

Img6 205 659 153 593 137 494 281 842 183 723 

Average 214.0 811.0 196.7 813.8 273.2 779.2 211.0 772.7 175.7 717.3 

 
σ 

𝜎 = 5 𝜎 = 25 𝜎 = 45 𝜎 = 75 𝜎 = 90 

 BM3D [5] 36.34 27.63 25.02 23.46 21.55 

 LSSC [9] 36.35 28.03 26.34 26.04 24.14 

 WNNM [11] 36.41 31.52 27.03 26.93 24.25 

 EPID [10] 36.58 31.56 27.52 26.56 23.94 

 SNLM [12] 29.53 27.82 25.26 22.94 21.46 

 BM3D-SAPCA [13] 36.83 28.41 26.35 24.63 22.64 

 FastNLM [14] 30.63 27.47 26.08 23.21 21.56 

 FNSCR [15] 33.09 30.79 28.83 27.53 24.09 

 proposed 33.56 31.32 29.58 27.83 26.36 
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under different noise levels. Table 4 displays the 

average running time of the closing methodologies on 

the 300 test images. The FastNLM is by far the most 

efficient method in terms of execution time. It is also 

efficient in the reduction of worst noise as shown in 

Table 4. The method proposed offers the highest 

reduction of noise which is the worst-case during the 

WNNM processing rate. The methods find 

cooperation between run time and visual efficiency. 

The performance of BM3D is simply referred to as a 

benchmark algorithm because of its capacity to use 

block similarity and lightweight representation.  

Since BM3D utilizes well-defined square blocks 

with well-defined scale and square shape throughout 

the image, it results in restricted edges, particularly 

on strongly contrasting edges. The BM3D-SAPCA 

variation implements an integrated shape strategy for 

the community, which enhances visual performance 

and reduces the implementation time. According to 

BM3D-SAPCA, the proposed method decreases 

implementation time due to the usage of the pre-

learning dictionary that allows time to measure the 

learning dictionary. The proposed method is slightly 

better than the BM3D-SAPCA visual output as the 

proposed method utilizes SRs and meta-heuristic 

algorithms (DMS with PSO algorithm).  

Due to the use of blocks with fixed square form 

and defined image scale, BM3D performance with 

edges is limited, particularly with strong contrasting 

edges. The latest edition, which utilizes an integrated 

neighbourhood methodology from BM3D-SAPCA, 

enhances efficiency in visual quality and greatly 

decreases run time. The proposed method is higher in 

terms of efficiency and run time compared to BM3D-

SAPCA and K-SVD. The run time of the proposed 

method is both higher and quicker than the FNCSR 

method. The proposed method effectively improves 

the visual output at a suitable time. 

In short, this paper has improved two important 

aspects. The first is the pre-learned dictionary, 

resulting in reducing run time compared to the 

original algorithm. The pre-learned dictionary is 

recommended for the proposed method, while it 

requires more than 82s for image processing to 

operate. The computational complexity of the 

proposed method is less than the local edition of the 

proposed algorithm. The second aspect is DMS, 

which has enhanced image searching at the best atom 

and the effectiveness of the denoised images. 

4. Conclusion 

This paper introduces a dictionary, which was 

pre-learned. As a result, high-quality images were 

achieved after using this dictionary. DMS has been 

used to increase the quality of the image. Such 

improvements lead to substantial benefits of up to 

92% in computational capacity without losing too 

much image quality as compared to the initial method. 

These enhancements have major benefits in their 

efficiency (PSNR) and implementation time. 

Detailed research analysis has shown that the 

performance of the proposed technique in visual 

quality assessment is lower than other competitive 

methods as well as execution time measurement for 

various images and noise rates. The final output 

testing for an initial algorithm is not sensitive to the 

elements of the image used for the development of 

the dictionary. To improve the initial method, the pre-

learned dictionary method was implemented. The 

testing has proved that the efficiency of the method is 

higher than the initial algorithms and the version state.  
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