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Abstract: Genre Classification of movies is useful in the movie recommendation system for video streaming 

applications like Amazon, Netflix, etc. The existing methods used either video or audio data as input that requires 

more computation resources to process the data for the genre classification of movies. In this study, the Hierarchical 

Attention Neural Network (HANN) is proposed for genre classification of movies based on the social media called 

Twitter data as input. Twitter data related to the Telugu and English movies are collected and applied to HANN for 

movie’s genre classification. IMDB data are used to evaluate the performance of the proposed HANN method. The 

hierarchical structures of the twitter data is considered by the proposed HANN method and the most important words 

related to genre classification is identified by the attention mechanism, where the other neural networks such as 

Artificial Neural Network and Convolutional Neural Network (CNN) returns only the important weights resulting 

from previous words. The HANN method has the advantages of encoding the relevant information that helps to 

improve the performance of the recommendation system. The experimental results show that the HANN method 

achieve higher performance compared to other classifiers Long Short-Term Memory (LSTM) and Bidirectional LSTM 

(Bi-LSTM). The HANN method achieves accuracy of 73.15% in classification, while the existing BiLSTM method 

achieve the accuracy of 68% in classification. 

Keywords: Hierarchical attention neural network, Long short term memory, Movie genre classification, 

Recommendation system, Telugu movies. 

 

 

1. Introduction 

Accurate movie genre classification is essential in 

the movie recommendation system for video 

streaming services like Netflix, Amazon prime 

videos, etc. to reduce computational cost [1]. As the 

competition increases in the video streaming market, 

they require a robust recommendation system to 

increase the profit and customer’s satisfaction. The 

recommendation system suggests movies to the users 

based on their previous watch history, genre interest 

and purchase records [2]. The existing methods on 

genre classification are based on the video or audio 

input data that requires more computation resources 

to process the data [3, 4]. Sentiment analysis is the 

process of analyzing the user’s preferences based on 

the social media that can be applied for genre 

classification of text data. The user can freely express 

their views, opinions and feelings on the events or 

movies through their tweets [5]. Sentiment analysis 

involves in the lexicon based method and machine 

learning methods that can be used for the 

classification [6]. 

In recent years, the researchers implemented the 

machine learning and deep learning techniques for 

the sentiment analysis, but only the deep learning 

methods showed the efficient performance. Deep 

learning methods such as CNN, LSTM and BiLSTM 

provide the effective performance due to learning 

capabilities of these techniques [7]. In India, digital 

content in the Indian language is growing rapidly due 

to easy accessibility of internet and language 

modelling. Therefore, a lot of researches are required 

in the computational linguistics for solving real world 

problems in the native linguistic use [8, 9]. The 

existing genre classification method is based on the 

video and audio data that requires more 
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computational resources [10]. In this study, the 

HANN method is proposed for the movie genre 

classification based on twitter data. In order to 

improve the performance of the HANN method, the 

relevant information is encoded and this relevant 

information are returned by the encoder and the 

importance weights of these data as one vector is 

computed by attention mechanism. The overfitting 

issues are also considered by the proposed HANN 

method and it is compared with other classifiers 

namely Support Vector Machine (SVM), Random 

Forest (RF), LSTM and BiLSTM. The results show 

that the HANN method has achieved higher 

performance compared to the other classifiers. 

The paper is organized as the literature review is 

presented in the Section 2, the description about the 

proposed HANN method is presented in Section 3, 

the experimental setup is discussed in Section 4, the 

results are provided in Section 5 and the conclusion 

is drawn in Section 6. 

2. Literature review 

Sentiment analysis is an interesting topic in the 

Natural Language Processing (NLP) that applies to 

the opinion mining. Recent researches related to the 

Sentiment analysis and movie genre classification 

have been reviewed in this section. 

Wei, Liao, Yang, Wang and Zhao [11] proposed 

BiLSTM model with Multi-polarity investigation for 

sentiment analysis. The difference between the words 

and the sentiment orientation were analyzed by the 

method for Multi-polarity analysis. This difference 

was considered as the important information for the 

sentiment analysis. During optimization, the 

performance of discriminatory was improved by an 

orthogonal restriction mechanism. The experimental 

result on dataset showed that the BiLSTM method 

achieved higher effectiveness in analyzing the 

sentiment polarities. However, the external 

knowledge base is not included in this model, which 

leads to the poor performance of the method. 

Li, Cui, Shen and Ma [12] proposed a method that 

mined the user’s preference based on the social media 

to evaluate the similarity between the online movies 

and TV episodes. Based on this method, cold start 

problem was effectively solved. A series of data 

mining method and social computation models were 

adopted in this method. Twitter data were used to 

analyze the performance of the method. The 

developed method achieved higher efficiency in the 

movie recommendation system. However, the LSTM 

method can be adopted to increase the performance 

of the developed model. 

Nguyen and Nguyen [13] proposed a combination of 

LSTM and CNN in the sentiment analysis. CNN was 

employed in the filters to capture local dependencies 

and the LSTM was used to store the information for 

the long term. The freezing technique was used in this 

method to avoid the overfitting problem in deep 

learning. The experimental results showed that the 

developed model achieved higher performance in the 

sentiment analysis. The Naïve Bayes with SVM 

(NBSVM) model was also added in a neural voting 

ensemble to boost the performance. However, the 

similarity values were not calculated to form the 

clusters of NBSVM.  

Wehrmann and Barros [14] performed the genre 

classification for multi-label movie trailer by 

developing the CNN based architecture. The 

architecture was developed for an Ultra-deep CNN 

with residual connections and temporal information 

are extracted by this technique, which was a kind of 

special convolution layer. The experimental analysis 

showed that the proposed CNN method outperformed 

existing method in movie genre classification. This 

study uses the video data for the genre classification, 

but text data can be used to increase the computation 

process. 

Chen, Xu, He and Wang [15] proposed a divide 

and conquer method to classify the sentence into 

various types and sentiment analysis was performed 

on each type. According to the number of targets, the 

sentences were classified using the Neural Network 

based sequence model. One dimensional CNN 

obtained each class of sentence as input for final 

classification. The BiLSTM with Conditional 

Random Fields (BiLSTM-CRF) method is applied to 

the sentence for classification based on the number of 

targets. The performance of the sentence-level 

sentiment was improved by sentence type 

classification. However, the sequence learning model 

can be applied to improve the performance of this 

method on another language. 

Wi, Jang and Kim [16] developed a gram layer in 

CNN to extract the optimal information from the 

movie posters for final classification. A feature map 

was created by applying the gram matrix with style 

features. The method created the poster dataset into 

12-multi-genres for movie genre classification. The 

results pointed out that gram layer in CNN achieved 

better performance compared to residual neural 

network. However, the method is insufficient to 

handle the imbalance dataset of rare genres, as the 

number of defined genres was limited to 12. 

Shambharkar and Doja [17] implemented the 

optimized Deep CNN (DCNN) for human action 

based movie classification using video sequences. 

The pre-processing was conducted using adaptive 
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median filtering process and the foreground portions 

were extracted using the threshold based 

segmentation approach. The visual features and 

motion features were combined in the feature 

extraction stage and provided as input to DCNN for 

classification. The experiments were conducted to 

test the efficiency of the developed method in terms 

of false alarm rate, precision, accuracy, recall, f-

measure and false discovery rate. However, this 

method misclassifies samples due to ineffectiveness 

of filtering techniques. 

The existing methods in genre classification are 

based on the video and audio data that requires more 

computation resources. In this research study, text 

data are applied in the genre classification to increase 

the performance of the proposed HANN method. 

3. Proposed method 

Movie Genre Classification is required in the 

video streaming services for movie recommendation 

systems. Though, existing methods for movie genre 

classification are based on the video and audio. So, 

existing method requires more computation resources 

that reduce performance of the system. This study 

implements a movie genre classification method 

based on the text data. Data of last year Telugu 

movies from the IMDB with their genre and twitter 

data related to each movie are collected. Hierarchical 

Attention Neural Network (HANN) is used for the 

movie genre classification. The data collected from 

the IMDB genre were used for the ground truth to test 

the performance of the developed method. The Fig. 1 

presents the block diagram of the proposed HANN 

method.  

3.1 Hierarchical attention networks 

A hierarchical attention network [18] is adopted 

in the document representation in this study. The 

architecture is generally in hierarchical structure, but 

contains different kinds of components, i.e. encoder 

and attention models. Twitter data are denoted as 

𝐷 =  {(𝑥𝑖 , 𝑦𝑖), 𝑖 =  1, . . . , 𝑁}  consist of 𝑁  number 

of tweets related to movies 𝑥𝑖  with labels  𝑦𝑖 ∈
{0, 1}𝑘  . Each document is grouped into sentences, 

𝑥𝑖 = {𝑤11, 𝑤12, . . . , 𝑤𝐾𝑇 }, where every document is 

described as the sequence of 𝑑 -dimensional 

embedding of their words, the maximum number of 

words is represented as 𝑇  in a sentence and the 

maximum number of sentences is depicted as 𝐾 in a 

document. 

The model considers the input as twitter data 𝑥𝑖 

and output the class as 𝑢𝑖. This consists of two levels 

of abstraction, sentence vs. word. The similarity of 

word level is analyzed by the method and it consists 

of an attention model 𝑎𝑤 with parameter 𝐴𝑤 and an 

encoder 𝑔𝑤  with parameter 𝐻𝑤 .  The classification 

layer uses the output as  𝑢𝑖 to measure 𝑦𝑖. 

3.1.1. Encoder layer 

In the word level, the sequence of input words 

{𝑤𝑖𝑡  | 𝑡 =  1, . . . , 𝐾𝑇} are encoded in the function 𝑔𝑤 

for each sentence 𝑖 is presented in Eq. (1). 

 

 
Figure. 1 The block diagram of proposed HANN in genre classification 
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ℎ𝑤
𝑖𝑡 = {𝑔𝑤(𝑤𝑖𝑡)|𝑡 = 1,… , 𝐾}             (1) 

 

At the sentence level, {ℎ𝑤
𝑖𝑡  | 𝑡 =  1, . . . , 𝑇}  as 

intermediate word vectors are combined to 𝑠𝑖  as a 

vector sentence. The sequence of sentence vectors 

{𝑠𝑖 | 𝑖 =  1, . . . , 𝐾} is developed by the function 𝑔𝑠, 

where sentence vectors’ sequence is assumed as ℎ𝑠
𝑖 . 

In this study, a fully-connected Gated Recurrent 

Unit (GRU) network [16] known as GRU2 and a bi-

directional GRU is used. The temporal information of 

forward or backward at a time is presented in the bi-

directional GRU as BiGRU. After that, a hidden state 

of every input vector is concatenated to develop this 

BiGRU, where input vector is obtained from forward 

GRU 𝑔𝑤⃗⃗ ⃗⃗  ⃗ and backward GRU 𝑔𝑤⃖⃗ ⃗⃗⃗⃗ , presented in Eq. 

(2). 

 

ℎ𝑤
𝑖𝑡 = [𝑔𝑤⃗⃗ ⃗⃗  ⃗ (ℎ𝑤

𝑖𝑡; 𝑔𝑤⃖⃗ ⃗⃗⃗⃗ (ℎ𝑤
𝑖𝑡))]            (2) 

 

The hidden state presentation uses the same 

concatenation of a sentence ℎ𝑠
𝑖 . 

3.1.2. Attention layer 

The sequence of input word is described at every 

level and considered the last hidden-state vector, 

which is provided by encoder. All relevant 

information is difficult to encode in a fixed-length 

vector. Attention layer is introduced at each level to 

solve this problem and obtain the importance of each 

hidden state vector to denote the document meaning 

respectively. The parameter 𝑠𝑖 ∈ 𝑅𝑑𝑤  defines the 

sentence vector and 𝑑𝑤 illustrates the word encoder 

dimension that is calculated using Eq. (3). 

 
1

𝑇
∑ 𝑎𝑤

𝑖𝑡𝑇
𝑡=1 ℎ𝑤

𝑖𝑡 =
1

𝑇
∑

exp(𝑣𝑖𝑡
Τ𝑢𝑤)

∑ exp(𝑣𝑖𝑗
Τ𝑢𝑤)𝑗

𝑇
𝑡=1 ℎ𝑤

𝑖𝑡 (3) 

 

Where, fully-connected neural network is 

illustrated as 𝑣𝑖𝑡 = 𝑓𝑤(ℎ𝑤
𝑖𝑡 )  with 𝑊𝑤  parameters. 

Similarly, the document vector 𝑢 ∈  𝑅𝑑𝑠, where the 

sentence dimension encoder is described as 𝑑𝑠 and it 

is measured using the Eq. (4). 

 
1

𝐾
∑ 𝛼𝑠

𝑖𝐾
𝑖=1 ℎ𝑠

𝑖 =
1

𝐾
∑

exp(𝑣𝑖
Τ𝑢𝑠)

∑ exp(𝑣𝑗
𝛵𝑢𝑠)𝑗

𝐾
𝑖=1 ℎ𝑠(𝑖) (4) 

 

Where, fully-connected neural network is 

denoted as 𝑣𝑖 = 𝑓𝑠(ℎ𝑠
𝑖  )  with 𝑊𝑠  parameters. The 

context of word and sentence are encoded with the 

vectors 𝑢𝑤  and 𝑢𝑠  and these parameters are also 

learned with other parameters. For 𝑎𝑤, the total set of 

parameters is 𝐴𝑤 = {𝑊𝑤 , 𝑢𝑤} and for 𝑎𝑠, it is 𝐴𝑠  =
 {𝑊𝑠, 𝑢𝑠}. 

3.1.3. Classification layers 

The softmax layer obtains the output of attention 

layer with loss as input for final classification, where 

the loss depends on the cross-entropy between the 

corrected labels' negative log likelihood. But, the 

probability of the most likely label is overemphasized 

by softmax layer, which is not applicable for multi-

label classification, so more than one genre 

representation is presented in each tweets. In addition, 

sigmoid function replaces the softmax layer, hence 

the vector 𝑢𝑖 is used to represent the each document 

𝑖 and the probability of the 𝑘 labels is modelled in the 

following Eq. (5). 

 

𝑦�̂� = 𝑝(𝑦|𝑢𝑖) =
1

1+𝑒−(𝑊𝑐𝑢𝑖+𝑏𝑐)∈[0,1]𝑘
         (5) 

 

Where 𝑑𝑠 × 𝑘  matrix  represents the 𝑊𝑐  and 𝑏𝑐 

depicts the classification layers’ bias term. According 

to cross-entropy measurement, the training loss is 

evaluated using Eq. (6). 

 

ℒ(𝜃) = −
1

𝑁
∑ ℋ(𝑦𝑖 , 𝑦�̂�)

𝑁
𝑖=1    (6) 

 

Where 𝜃  is notation for model parameters (i.e. 

𝐻𝑤, 𝐴𝑤, 𝐻𝑠, 𝐴𝑠, 𝑊𝑐) and for a document 𝑖, 𝐻 denotes 

the binary cross-entropy of 𝑦𝑖  and 𝑦�̂� . In order to 

improve the performance of classification, training 

loss is minimized with Adam optimization or 

stochastic gradient descent (SGD). 

4. Experimental design 

Movie Genre Classification is evaluated using the 

text data to analyze the efficiency of the genre 

detection. This section provides a brief description 

about the datasets, evaluation metrics and 

comparison method and system specification. The 

proposed HANN method is tested and compared with 

existing methods LSTM, BiLSTM, SVM and RF. 

Dataset: The Telugu movies and English movies 

for the past 3 years (2017-2019) are collected from 

the IMDB along with the genre. Data on the tweet 

related to the movies are collected from the twitter. 

The genres of dataset include mystery, horror, Sci-Fi, 

adventure, comedy, action, animation, crime, thriller, 

drama and fantasy. Twitter data is used by the 

proposed HANN method for detection of movie’s 

genre and evaluated the performance of the proposed 

method. In order to improve the performance of 

HANN method, multimedia data such as video and 

audio are used. Three years (2017 to 2019) data of 

English and Telugu movies are collected from IMDB 

and processed for genre classification.  
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Performance Metrics: The three metrics 

Accuracy, Precision and Recall are used to evaluate 

the performance. The mathematical Eq. (7) shows the 

formula of precision which is used to measure the 

true positive data where a portion of positive data is 

identified by recall for a given cluster is defined in Eq. 

(8). 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
 × 100   (7) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
  × 100                             (8) 

 

In order to determine the outliers, the measurement 

of statistical variability and random errors are used to 

define the overall accuracy, which is presented in Eq. 

(9) 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 × 100       (9) 

 

Where, TP is defined as True Positive, TN is denoted 

as True Negative, FP is illustrated as False Positive 

and FN is depicted as False Negative in the above 

three equations. 

System Requirement: The proposed HANN 

method is implemented in the system consists of Intel 

i5 processor with 8 GB of RAM and 500 GB hard 

disk. Python 3 is used to test the HANN method and 

Twitter API. 

5. Experimental results 

Movie Genre Classification is essential for video 

streaming services to recommend movies to user. The 

existing methods uses the video or audio data as input 

for the movie genre classification, but this research 

uses the text data from social media for movie genre 

classification. In this study, SVM, RF, LSTM and 

BiLSTM are implemented on the all collected data 

including audio, video and text. Three years of 

Telugu and English movies data are used to evaluate 

the performance of the HANN method and compared 

its performance with the existing method’s 

performance. The three metrics Accuracy, Precision 

and Recall are measured to explore the performance. 

5.1 Quantitative analysis of proposed method on 

text data 

Genre classification is carried out using the 

proposed HANN and other classifiers based on 

twitter data, as present in Fig. 2. It shows that the 

HANN method achieved higher performance 

(i.e.73.15% of accuracy) in the genre classification. 

Due to the use of twitter data, the efficiency of the 

movie genre classification is increased. The BiLSTM 

method achieves the second highest performance (i.e. 

65% of accuracy) in genre classification. The LSTM 

method achieves a considerable performance in genre 

classification. While comparing with the other 

classifiers namely SVM, LSTM and BiLSTM, RF 

achieved only 58% of accuracy on Twitter data. The 

reason for achieving better performance in HANN 

method is that the HANN method encodes the 

relevant information in the genre classification that 

increases the performance. 

Fig. 3 shows the graphical presentation of 

proposed HANN method with various existing 

methods such as SVM, LSTM and HANN in terms of 

precision. The precision value indicates that the 

HANN method has achieved higher performance (i.e. 

93% of precision) in movie genre classification 

compared to the other classifiers SVM and RF. The 

SVM has 82% of precision and RF has only 81% of 

precision on Twitter data. The proposed HANN 

method gains higher efficiency due to encode of the 

relevant information. The LSTM and BiLSTM 

method have also gained higher efficiency in the 

movie Genre Classification. The proposed HANN  

 

 

 
Figure. 2 Accuracy measure of genre classification 
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Figure. 3 Precision of genre classification 

 

 
Figure. 4 Recall value of the proposed HANN method in movie genre classification 

 

method achieves 93% precision and the existing 

BiLSTM method achieves 91% precision in 

classification. 

The Fig. 4 presents evaluation of recall for the 

HANN method and other classifiers are evaluated in 

movie genre classification. The recall value of the 

proposed HANN method (i.e. 94% of recall) is high 

compared to other classifiers SVM and RF method, 

because the HANN method able to encode the 

relevant information in the training process. But, RF 

is the only classifier, which has low recall (i.e. 84% 

of recall) than other all classifiers. The LSTM and 

BiLSTM method also have the considerable 

performance in the movie genre classification based 

on the twitter data. The recall value of the HANN 

method is 94 %, while the existing method of 

BiLSTM method is 92 %.  

The results indicate that the proposed HANN 

method in the movie genre prediction based on the 

social media data achieves higher efficiency. The 

proposed HANN method can also use in solving the 

cold start problem of movie recommendation. 

5.2 Quantitate analysis of proposed HANN 

method on video data 

In this section, the existing techniques SVM, RF, 

LSTM and BiLSTM with proposed HANN are 

implemented on the video data in terms of accuracy, 

precision and recall for Telugu and English movies 

genre classification. Table 1 presents the validated 

results of HANN method with SVM, RF, LSTM and 

BiLSTM. The value present in the Table 1 indicates 

that the proposed HANN method achieved better 

performance  on  video  data  in  terms  of accuracy,  
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Table 1. Analysis of different classifiers on video data 

Methodology Parameters (%) 

Accuracy Precision Recall 

SVM 86 83.50 90 

RF 79 82.15 85 

LSTM 89 91.20 91 

BiLSTM 90 92.76 93 

Proposed 

HANN  

96 95.15 96 

 
Table 2. Performance analysis of various classifiers on 

audio data 

Methodology Parameters (%) 

Accuracy Precision Recall 

SVM 89 89.46 90.58 

RF 85 88.71 87.41 

LSTM 92 93.13 92.16 

BiLSTM 94 94.49 93.57 

Proposed 

HANN  

97 96.89 97.06 

 
Table 3. Memory usage for various input data 

Types 

of Data 

Existing 

Techniques’ 

Memory Usage  

Proposed HANN 

Method’s 

Memory Usage 

Text 600kB-700kB 800kB-900kB 

Image 200MB-500MB 350MB-450MB 

Video  800MB-1.5GB 750MB-1GB 

 

precision and recall. While comparing with SVM, 

LSTM and BiLSTM, the existing RF achieved poor 

performance, i.e. only 79% of accuracy, 82.15% of 

precision and 85% of recall. The reason is that the 

percentage for information spilt in the RF are not 

calculated that leads to low classification accuracy on 

video data. The neural networks LSTM and BiLSTM 

achieved better performance than SVM due to its 

efficiency of hidden layers. However, LSTM and 

BiLSTM are slower than other activation functions 

called sigmoid and rectified linear units. To improve 

the activation layers performance, attention layer 

mechanism is included in the proposed HANN 

method that helps to achieve high performance 

compared to SVM, RF, LSTM and BiLSTM. 

Therefore, the validation results proved that the 

proposed HANN achieved 96% of accuracy, 95.15% 

of precision and 96% of recall on video data. 

The next section will discuss the performance of 

various techniques on audio data.  

5.3 Quantitate analysis of Proposed HANN 

method on Audio Data 

The audio data about movie reviews are extracted 

from the collected video data for movie genre 

classification. Table 2 presents the validated results 

of different techniques on audio data of Telugu and 

English movies in terms of accuracy, precision and 

recall. 

 The experimental analysis proves that the HANN 

method has the best performance compared to the 

other classifiers in terms of accuracy, precision and 

recall. For instance, HANN method achieved 97% of 

accuracy, where RF and LSTM achieved 85% and 

92% of accuracy on audio data. The SVM technique 

has only 89% to 90% of accuracy, precision and 

recall on audio data, because the data set has more 

number of noises, i.e. target classes are overlapping. 

In addition, SVM is not suitable for large datasets and 

therefore, SVM shows poor performance than LSTM, 

HANN and BiLSTM. In addition, the LSTM and 

BiLSTM are well suited for time-serious data, 

therefore, they achieved nearly 92% to 94% of 

accuracy, precision and recall. However, the 

architecture of LSTM and BiLSTM contains only 

input, output and forget gate, where the proposed 

HANN uses the encoder and attention layers 

effectively for movie genre classification that 

increases high performance than other classifiers. 

Table 3 presents the memory usage for existing 

techniques namely SVM, RF, LSTM and BiLSTM 

with HANN method on different types of one month 

collected data. In text’ memory usage, the existing 

techniques uses only 600kB to 700kB, but HANN 

method consumed 800kB to 900kB. The reason is 

 
Table 4. Comparative study of proposed method 

Author Methodology Input Data Types Accuracy 

(%) 

Precision 

(%) 

Recall (%) 

Wi [16] Gram Layer in CNN Text  60.50 81.00 47.22 

Shambharkar 

[17] 

DCNN with filtering Video Sequence 

Data 

95.23 91.00 90.00 

DCNN without filtering Video Sequence 

Data 

90.91 85.00 82.00 

Proposed 

Methodology 

HANN Twitter Data  73.15 93.00 94.50 

Proposed 

Methodology 

HANN Video Data 96.00 95.15 96.00 
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that 80% of information are extracted by using the 

caption mentioned in twitter data, re-tweets and 

comments in the collected twitter data for movie 

genre classification. However, while comparing with 

other data such as images and video, only limited 

amount of memory is required for final classification. 

It proves that the video or image data requires high 

computation resources and text data consumes less 

resources that is illustrated in Table 3. 

The next section presents discussion on the 

comparative study between HANN and existing 

methods. 

5.4 Comparative study 

The performance of the HANN method is 

compared with the gram layer in CNN [16] and 

DCNN [17] in terms of accuracy and precision on 

text and video sequence data. 

The results present in the Table 4 indicate that the 

proposed HANN method has achieve better 

performance in terms of accuracy and precision when 

compared with gram layer in CNN [16]. The HANN 

method has achieved less accuracy (only 73.15%) 

compared to DCNN [17], this is because the HANN 

method uses the text as input data and the imbalance 

and skewed data are presented in the collected movie 

data. However, the HANN method achieved 96% of 

accuracy, where DCNN [17] achieved nearly 90-95% 

of accuracy on video data. The proposed HANN 

method effectively pre-process the collected data by 

using attention layers in neural network.  The 

precision of HANN method has achieved 93% 

compared to the both existing techniques, because of 

the inclusion of the attention layer in the proposed 

method. The existing Gram layer [16] achieved poor 

recall (i.e. 47.22%), because recall is only calculated 

for label values and didn’t considered the sample 

values for both input and output data. The existing 

DCNN has achieved better precision and 

classification, when considering the filtering 

operation for final classification. For instance, the 

DCNN method achieved 91% of precision with 

filtering technique and achieved only 85% of 

precision without filtering technique. While 

comparing with DCNN [17], the proposed HANN 

method achieved 94.50% of recall values on text data. 

The DCNN method with filtering technique achieved 

90.00% of recall and achieved only 82.00% of recall 

without filtering techniques. The reduction in recall 

for DCNN method is due to the use of video sequence 

data that leads misclassification of movie genre.   

 

 

6. Conclusion 

Movie Genre Classification is very helpful for the 

movie recommendation system in the video 

streaming application. Existing methods involve in 

analysis of video and audio for the movie genre 

detection that requires more computational resources. 

In this study, social media data (i.e. Twitter data 

related to the Telugu movies) were extracted and 

provided to the HANN method for the movie genre 

classification. The proposed HANN method used the 

relevant information in the encoding process. The 

other classifiers like SVM, RF, LSTM and BiLSTM 

were used for performance analysis. The IMDB data 

were used to evaluate the performance of the HANN 

method. The proposed HANN method achieved 93 % 

precision in genre classification, while existing 

method LSTM achieved 91 % of precision. However, 

the classification accuracy of the proposed HANN 

method is less. In future, the accuracy can be 

improved by implementing feature extraction 

techniques with the proposed HANN method on both 

text and other types of data for all movie genre 

classification as a future work.   
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