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Abstract: Nowadays, most of the cyber-attacks are initiated by extremely malicious programs known as Malware. 

Malwares are very vigorous and can penetrate the security of information and communication systems. While there 

are different techniques available for malware analysis, it becomes challenging to select the most effective approach. 

In this context, the decision-making process may be an efficient means of empirically assessing the impact of different 

methods for securing the web applications. In this research study, we have used a methodology that includes the 

integration of Fuzzy AHP and Fuzzy TOPSIS technique for evaluating the impact of different malware analysis 

techniques in web application perspective. This study uses different versions of a university’s web application for 

evaluating the impact of several existing malware analysis techniques. The findings of the study show that the Reverse 

Engineering approach is the most efficient technique for analyzing complex malware. The outcome of this study would 

definitely aid the future researchers and developers in selecting the appropriate techniques for scanning the web 

application code and enhancing the security. 

Keywords: Web application security, Security assessment, Malware analysis, Fuzzy logic, Fuzzy-AHP, Fuzzy-

TOPSIS. 

 

 

1. Introduction 

Information and Communication Technology 

(ICT) has a vital role in all most all activities of 

human life today. However, this phenomenal growth 

in the use of ICT enabled facilities is under constant 

threat by the cyber-attacks. Furthermore, the security 

threats on information technology-based 

infrastructure have now become increasingly 

complicated and destructive. So much so, that the 

organizations have been compelled to close the 

interrupted processes or systems compromised by the 

hackers [1]. The last few years have seen a huge rise 

in the number of cyber-attacks due to malware. The 

malicious code compromises bugs in applications to 

hack devices, and lets the intruders capture the 

confidential information of the users. Modern anti-

virus (AV) market is working on inventive 

mechanisms to contain the menace of advanced 

malware which is also known as the Advanced 

Persistent Threat (APT). 

A recent report by Markets and Markets states 

that the worldwide business size for malware analysis 

is expected to rise from USD 3.0 billion in 2019 to 

USD 11.7 billion by 2024, at a Compound annual 

growth rate (CAGR) of 31.0 per cent from 2019 to 

2024. The reason for this burgeoning growth is 

attributed to the rapid rise in false notifications [2]. 

Evidently, software privacy and security demand is 

going to become even more critical and a daunting 

problem for developers and security experts. 

Malware is deliberately programmed to disable 

the computer system/network, gain identity theft, 

steal valuable information, damage computer 
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systems or even portable systems and impede 

important activity [3, 4]. This malicious code can 

easily hack the secret information of business 

organizations as well as personal computer systems. 

The complexity of malware has a major impact on the 

software application costs. Ultimately, the cost of the 

invasion varies depending on the effectiveness of the 

attack. Modern malware has evolved to be a highly 

efficient method for executing cyber-attacks [5]. 

Prevention of cyber-attacks on the internet services 

has now become a key issue for system engineers and 

research scientists. Software security organizations 

are continuously adding the modern virus signatures 

into the data repositories, with the aim to reach the 

milestone of zero-day cyber-attacks over the World 

Wide Web [6]. 

As malware continues to rise in its frequency and 

intelligence, it becomes progressively appealing to 

develop solutions with enhanced simplification for 

analyzing the previously undiscovered malware types. 

Such initiatives would provide adequate technical 

information to address cyber-attacks. This rise in 

cyber-attacks is due to both the free accessibility of 

malware varieties on the internet and integrated 

options available in open source operating systems 

like back track, Linux, Kali, Parrot, etc. Due to the 

extreme complicated nature of latest generation 

malware, conventional security system strategies 

seem unable to avoid advanced cyber-attacks [7]. 

Machine learning provides great potential to assist 

throughout the identification of intervention by 

stealth malware. However there are significant 

disconnections among machine learning related 

malware detection "solutions" proposed by the 

scientific community as well as those described in 

IDS software in operation [8]. Several business 

organizations are able to uncover that the detection of 

cyber-attacks one after the other isn't enough. 

Signature based approaches for anti-malware can 

only recognize previously proven approaches. Thus, 

depending on this kind of approach can contribute to 

the rapid spread of previously undiscovered risks. 

Malware analysis is provided by software 

security companies as a product, or as a process. 

Malware detection tool helps software security 

professionals to identify and evaluate instances of 

malware and examine whether they are harmful or 

not. If detected to be harmful, they can sometimes be 

extracted from the network and stopped from any 

further propagation. Such technologies may be 

implemented in public or private organizations to 

handle threat warnings and eliminate more malware 

incidents. There are several malware analysis 

methods available to evaluate differences in malware 

activity [10, 11]. These kinds of methods are 

successful in conducting manual, fine-grained 

analysis of deceptive malware. Furthermore, specific 

supplementary details are needed, such as a collection 

of system calls relating to malicious actions or 

control-flow differences selection [12]. Malware 

analysis system includes obtaining a prospective data 

set of malware by a firewall; testing the prospective 

data set of malware with the help of a virtual machine 

to decide whether the prospective data set of 

malicious programs is malware; and inevitably 

creating a signature when the prospective data set of 

malicious programs is malware [9]. 

Researchers have used several methods to determine 

and evaluate the impact of systems and much 

research has been done to rank the software security 

attributes [13-15]. Some other researchers have also 

investigated about the protection strategies including 

the hierarchical characterization and acceptance [16, 

17]. Nevertheless, authors of the present study work 

have not found any research that focuses on 

evaluating the impact of malware analysis techniques 

for web applications with the help of Fuzzy based 

Decision-Making Process. That is why our research, 

in general, evaluated the impact of several malware 

analysis techniques by using the Fuzzy-TOPSIS 

method. The conclusions of this research study would 

certainly help the researchers and developers in 

choosing the most appropriate techniques for 

scanning the web application code, thereby 

enhancing the security. 

The rest of this study is organized as follows: In 

Section 2, the paper describes the overview of 

malware analysis. Section 3 discusses the different 

related works. Section 4 defines the methodology. In 

Section 5, the impact of malware analysis techniques 

for web application has been evaluated with the help 

of Fuzzy ANP-TOPSIS. Sensitivity analysis and 

comparisons of the outcomes have been enlisted in 

Section 6 of this paper. Finally, discussion and 

conclusions are chronicled in Section 7. 

2. Malware analysis 

Once the presence of malware in the target system 

is detected, it can be analyzed through several 

techniques and methods. Malware analysis can be 

grouped into three broad categories: 

• Static Malware Analysis 

• Dynamic Malware Analysis 

• Reverse Engineering 

2.1 Static malware analysis 

Static malware analysis tests a file of malware 

deprived of actually running the script. It is the best 

way to detect malware, as it may corrupt the machine 
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by running the script. Static malware analysis collects 

knowledge from malware at its most primitive form, 

before seeing the script. The static process is the most 

common technique to determine whether a file is safe 

from malware or not. Static malware analysis of data 

flow as well as other statistical features is derived 

without actually executing the software. To construct 

an intermediary description of the binary code, 

reverse engineering techniques such as disassembly 

and decompiling are used. Static methods have their 

own restrictions; they cannot identify malware which 

utilizes runtime packaging or various anti-reversal 

and anti-disassembly strategies like code permutation, 

garbage code insertion (GCI), encryption, 

compression, etc. [18]. Some of the common 

malware analysis techniques are virus scan, analysis 

of memory/os artifacts, PE file scanning, and 

disassembly of code. 

Gu et al. [19] used the study of wavelets to derive 

features from actual data. Such features can be used 

to determine whether malicious code has been 

inserted in the compound text. Das et al. [20] 

introduced the frequency-centric feature 

development model with the help system of the 

patterns of recognized malware and benign samples. 

Then, in Field Programmable Gate Array (FPGA), 

they created a machine learning method by using a 

multilayer perceptron to train the classifier using such 

functions. At runtime, the qualified classifier is used 

with early prediction to identify the unknown 

samples as malware or benign. The findings indicate 

that to respond to new malware specimens, their 

approach can maintain high classification precision, 

quick detection, lower power consumption and 

versatility for simple upgrading of capabilities. 

Kolosnjaji et al. [21] investigated the 

vulnerability of malware detection methods that use 

deep networks to understand the actual bytes. They 

proposed a gradient-based attack sufficient of 

evading a newly developed deep suitable network. 

This was done by modifying only a few different 

bytes at the end of each specimen of malware while 

maintaining its malicious function. The results 

indicated that their adversarial malware binaries are 

highly likely to escape the threatened network, yet 

less than 1 percent of their bytes were changed. 

Hashemi and Hamzeh proposed a new approach for 

detecting the unidentified micro-pattern based 

malware in executable files [22]. 

2.2 Dynamic malware analysis 

Dynamic malware analysis approach includes 

executing the malware as well as analyzing its actions 

on the device, where the device is installed in a 

remote and separated setting. Dynamic malware 

analysis research allows one to remove the virus, 

make successful signatures, or do even both. For 

dynamic malware analysis, the binary malware is 

executed underneath the setting of the virtual 

machine (VM). The malware binary's execution time 

behavior is observed for example, depending upon 

API calls or device call indications triggered by the 

binary. However, there are a few restrictions in this 

technique. It is possible that the Dynamic techniques 

may not be able to examine the provided malware 

sample's technical capabilities because these 

techniques do not protect the entire actions 

throughout that specific operation [18]. There are 

some general approaches for dynamic malware 

analysis which are API call analysis, Malware 

Sandboxing and manually analysis network services. 

Amal et al. [23] proposed a malware analysis and 

classification approach named AMAL. It is an 

automatically generated, behavior-based malware 

detection and classifying program that fixes the 

existing systems vulnerabilities. The AMAL 

approach is generated by two sub-systems. These 

sub-systems are AutoMal and MaLabel. AutoMal 

offers capabilities to gather low-granularity 

behavioral objects that describe file system, memory, 

network, and registry malware use and does so by 

executing samples of malware in virtualized settings. 

On the other side, MaLabel utilizes these objects to 

construct symbolic features, utilize them to develop 

classifiers programmed by systematically screened 

training specimens. Thereafter these classifiers are 

used to categorize specimens of malware into specific 

behavioral classes. 

Fan et al. [24] used hooking approaches to track 

the complex signatures which are being hidden by 

malware. The behavioral variations among malware 

and benign codes are then measured with the help of 

data mining methods to classify the malware. The 

research findings indicate that with just 80 attributes, 

their detection rate exceeds beyond 95 per cent. They 

showed that their system can obtain a low difficulty 

and strong detection rate.  

Galal et al. [25] proposed a model-based 

approach of behavior-based features which defined 

fraudulent activity demonstrated by malware 

example. They first conducted dynamic malware 

analysis on a comparatively recent malware sample 

within a managed virtual setting and gathered traces 

of malware-invoked API calls to extract their 

recommended model. 

Sihwail et al. [26] presented the integrated 

malware detection method which implements 

memory forensics to retrieve harmful objects from 

memory as well as integrates those in a complex 
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application of features retrieved during malware 

implementation. The pre-modelling techniques were 

also used for function engineering prior to training 

and evaluating the samples on the machine learning 

approach. 

2.3 Reverse engineering 

Reverse engineering for malware analysis 

requires disassembling a software program and also 

sometimes decompiling it. Throughout this 

mechanism, binary instructions are translated to code 

mnemonics so that the programmers can look at how 

the software is doing and what mechanisms it is 

affecting. By analysing the information thus obtained, 

the engineers can formulate strategies which can 

minimize the harmful effects intended for the 

software. Reverse engineering compiled executables 

is indeed a challenge with such a steeper learning 

curve. The function of interpreting assembly into 

some kind of set of abstractions, which reflect the 

overall flow of a system, complicates it. Almost all of 

the stages include identifying interesting fields of an 

executable and assessing its usefulness as a whole 

[27]. Reverse engineering malware does not have a 

common standard strategy, since each malware needs 

a special approach. Through packaging the file, 

advanced modern malware will avoid conventional 

antivirus identification. The source code for the 

software has also been optimized and the actual raw 

executable of a script was distributed to our 

computers. Moreover, there is no access to the source 

code until the executable has been decompiled. 

Therefore, it is possible to transfer the executable 

with machine code, also known as Op-Codes, to 

assembly instructions and to understand the 

disassembled assembly instructions. Reverse 

engineering and disassembler facilitate the malware 

analysis by simplifying the process for the reverse 

engineers [28]. Some of the common approaches for 

malware analysis are Binary code analysis 

(Disassembly), debugging and string analysis. 

Rahimian et al. [29] introduced the findings of 

Citadel reverse engineering and also provided new 

perspective into the malware's features, underlying 

principles, and open source components. To speed up 

the reverse engineering process, they further 

proposed a technique of clone-based analysis. In 

another study, Zimba et al. [30] conducted reverse 

engineering to decode the ransomware code. 

Outcome from their study shows that despite robust 

encryption, the ransomware utilizes the very same 

attack mechanism and cryptographic abstractions as 

with other families in the wild. Fig. 1 shows the 

 

Figure. 1 Different malware analysis approaches 
 

different malware analysis approaches categories and 

their respective sub-categories. 

3. Related work 

Several studies have been done on fuzzy AHP-

TOPSIS Multiple-criteria decision-making (MCDM) 

strategies [31]. However, none of these studies focus 

on evaluating the impact of malware analysis 

techniques for web applications with the help of 

Fuzzy based Decision-Making Process. 

Ballı and Korukoğlu [32] constructed a fuzzy 

decision model to pick suitable operating system 

(OS) for the personal computers of different 

organizations by keeping into account individual 

decision-makers' feedback. The suggested procedure 

is based on approaches such as Fuzzy Analytic 

Hierarchy Process (FAHP) and TOPSIS Technique 

for Order of Preference by Similarity to Ideal 

Solution). FAHP approach is often used by decision-

makers to evaluate the weights of the parameters and 

then OS rankings are calculated by TOPSIS method. 

Demirtaş et al. [33] developed a fuzzy AHP-TOPSIS 

decision-making methodology to pick the most 

efficient ERP program for an urban passenger 

transportation company.  

Zaidan et al. [34] measured and picked open-

source electronic medical record (EMR) application 

packages focused on decision making by multi-

criteria. An empirical analysis was carried out, and a 

collection of open-source EMR application packages 

was installed locally on different virtual machines 

(VM) for a closer evaluation of the systems. Further, 

different variables were defined as the basis for the 

assessment, and the systems were chosen based on a 

collection of metric results that use the Integrated 

AHP and TOPSIS methodology. 
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Alenezi et al. [35] developed the Fuzzy AHP-

TOPSIS based hybrid approach for evaluating 

security architecture tactics and their attributes. They 

tested the efficacy of this method on a case study of 

real-time web application of Babasaheb Bhimrao 

Ambedkar University, Lucknow, India.  Furthermore, 

various university software applications were also 

used to verify the findings.  

Kumar et al. [36] identified usability-security as 

a challenge with numerous attributes referring to it. 

In addition, they investigated that the question needs 

to be evaluated for the convenience of the end 

consumer. In such a background, the research study 

also proposed the measuring methodology of Fuzzy 

AHP-TOPSIS to evaluate the usability-security of the 

web based application as well as identify the most 

prioritized attribute corresponding to the creation of 

usable-security for web application development 

environment. 

4. Integrated fuzzy AHP-TOPSIS method 

There are numerous researchers who have 

conducted security and mitigation analysis. A 

modern strategy for maximum security, social and 

environmental sustainability is the development of 

web based application protection by sustainability 

[37]. Therefore, Multi-Criteria Group Decision 

Making (MCGDM) issues are commonly reported in 

operation to achieve the objectives according to the 

requirements of the consumer and the responsiveness 

of the details. The literature includes many 

approaches which can be used to solve these issues 

[38]. AHP is a stronger technique than any of the 

other MCDA methods for determining the positive 

and negative qualities of the variables. 

However, AHP could not overcome the inherent 

ambiguity and imprecision that the decision makers 

faced in analyzing the sensitivity of the objective data. 

In this paper, the researchers find that experts 

combined the Fuzzy concept with AHP because the 

modern world is extremely ambiguous in evaluating 

inaccurate real-world concerns [39]. Additionally, 

the AHP approach is focused on quite unpredictable 

decision level, but still the Fuzzy AHP seems to have 

some flaws [38, 39]. Consequently, an integrated 

AHP and TOPSIS Fuzzy methodology is a novel tool 

which can assist in the comprehensive assessment of 

alternatives on several parameters. The following sub 

sections describe the step-by-step process of Fuzzy 

AHP-TOPSIS method. 

4.1 Fuzzy AHP 

Fuzzy AHP is a powerful tool for analyzing hard 

decision challenges through which each complicated 

problem can be evaluated by specific graded goal 

rates. The challenge is differentiated with the help of 

Fuzzy-AHP to turn it into a tree like structure. 

Therefore, AHP has been used like a decision-making 

method to predict rank numbers for various 

alternatives, including multiple parameters expressed 

in such a hierarchical structure [40]. To optimize the 

efficacy of Fuzzy AHP method for a more feasible 

perspective, the Fuzzy AHP focuses on the Fuzzy 

Numerical interval of triangular Fuzzy Numbers. 

These numbers are introduced to decide the weights 

of interpretative components. Saaty was the first to 

propose the AHP process [41]. AHP process utilizes 

only the matrix of the pair-wise analysis to tackle the 

inaccuracy in challenges of decision labeling in 

multi-criteria [42]. 

The model suggested here allows the use of the 

triangular fuzzy figures to define the linguistic 

parameters and to incorporate with AHP fuzzy 

procedures. Because of the inaccuracy and ambiguity, 

Zadeh developed the fuzzy based set theory to cope 

with uncertainty [43]. Fig. 1 shows the tree layout for 

Fuzzy AHP TOPSIS. This tree layout can be 

designed by collating the viewpoints and responses 

of the domain specialists and experts through 

questionnaires or brainstorming. The next stage is to 

develop the Triangular Fuzzy Number (TFN) from 

the Hierarchy of the Tree. A pair-wise assessment of 

each category of defined goals plays a key role with 

the aid of one criterion’s effect on other criterion. 

Professionals transform this further into exact 

figures and TFN through linguistic values. This 

research paper also utilizes the TFN, which ranges 

from 0 to 1 [44]. The reason for using the TFN is the 

mathematical flexibility of the triangular fuzzy 

participation functions which can interact with fuzzy 

data [45]. In addition, linguistic factors are 

categorized as equally important, weakly important 

and so on. The precise figures are categorized as 

1,2, ............... 9. However, a fuzzy number M on F is 

named TFN, if its participation functions are 

specified in Eq. (1, 2): 

 

µ
a
 (x)= F→[0,1]                                 (1) 

 

µ𝑎(𝑥) = {

𝑥

𝑚𝑖−𝑙
−

𝑙

𝑚𝑖−𝑙
𝑥 ∈ [𝑙,𝑚𝑖]

𝑥

𝑚𝑖−𝑢
−

𝑢

𝑚𝑖−𝑢
𝑥 ∈ [𝑚𝑖, 𝑢]

                0                𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(2) 

 

Here l, mi, and u are specified consequently in the 

triangular membership function as a lower limit, 

middle limit and upper limit. The following Fig. 2 

shows a TFN. 
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Figure. 2 Triangular fuzzy numbers 

 
Table 1. TFN scale 

Saaty Scale 

Definition 
Fuzzy Triangle Scale 

1 Equally important (1 ,1, 1) 

3 Weakly important (2 ,3, 4) 

5 Fairly important (4 ,5, 6) 

7 Strongly important (6 ,7, 8) 

9 Absolutely important (9 ,9, 9) 

2 

4 

6 

8 

Intermittent values 

between two adjacent 

scales 

(1 ,2, 3) 

(3 ,4, 5) 

(5 ,6, 7) 

(7 ,8, 9) 

 

A TFN could be interpreted as (l, mi, u). Domain 

Experts assigned points as per the scale provided in 

Table 1 to the variables that influence the scores in a 

numerical manner. 

The formulas (3-6) are provided when the 

quantitative factors are changed to TFN [38, 39, 44] 

which are defined as (lij, miij, uij) where, lij is a lower 

value, miij is a middle value and uij is a case of the 

highest point. Alternatively, it acknowledges TFN 

[ɳij] as: 

 

ɳ𝑖𝑗 = (𝑙𝑖𝑗 , 𝑚𝑖𝑖𝑗 , 𝑢𝑖𝑗)                           (3) 

 

where 𝑙𝑖𝑗 ≤ 𝑚𝑖𝑖𝑗 ≤ 𝑢𝑖𝑗 

 

𝑙𝑖𝑗 =  𝑚𝑖𝑛(𝐽𝑖𝑗𝑑)                                    (4) 

 

𝑚𝑖𝑖𝑗 = (𝐽𝑖𝑗1, 𝐽𝑖𝑗2, 𝐽𝑖𝑗3)
1

𝑥                          (5) 

 

𝑎𝑛𝑑𝑢𝑖𝑗 =  𝑚𝑎𝑥(𝐽𝑖𝑗𝑑)                           (6) 

 

In the Eq. (3-6), Jijk implies the comparative 

significance of the values among two factors that 

specialist d gives, while I and j denote a pair of factors 

that specialists determine. ɳij is calculated on the 

basis of the statistical mean of experts’ views for a 

particular contrast. The statistical mean is capable of 

accurately integrating and indicating practitioners' 

agreement, and signifies the lowest and highest 

ratings, consequently, for the relative value of the two 

variables. Alternatively, Eq. (7-9) endorse composite 

TFN values. Consider M1, M2, M1= (l1, mi1, u1) and 

M2= (l2, mi2, u2). The operating rules on them are as 

follows: 

 
(𝑙1,𝑚𝑖1, 𝑢1) + (𝑙2,𝑚𝑖2, 𝑢2) 

= (𝑙1 + 𝑙2,𝑚𝑖1 + 𝑚𝑖2, 𝑢2 + 𝑢2)              (7) 

 
(𝑙1, 𝑚𝑖1, 𝑢1) × (𝑙2, 𝑚𝑖2, 𝑢2) 

= (𝑙1  ×  𝑙2,𝑚𝑖1 × 𝑚𝑖2, 𝑢1  × 𝑢2)          (8) 

 

(𝑙1,𝑚𝑖1,𝑢1)
−1 = (

1

𝑢1
,

1

𝑚𝑖1
,
1

𝑙1
)               (9) 

 

Using Eq. (10), a fuzzy pair-wise comparative matrix 

is built in the type of n x n matrix upon obtaining the 

TFN values for each pair of comparisons. 

 

𝐴�̃� =

[
 
 
 
�̃�11

𝑑 �̃�12
𝑑 … . �̃�1𝑛

𝑑

�̃�21
𝑑 �̃�22

𝑑 … . �̃�2𝑛
𝑑

⋯ ⋯ ⋯
�̃�𝑛1

𝑑 �̃�𝑛2
𝑑 … �̃�𝑛𝑛

𝑑 ]
 
 
 

                  (10) 

 

Where 𝑘𝑖𝑗
�̃�  signifies the choice of the dth 

decision-makers for the ith criteria over most of the 

Jth criteria. When more than one decision-maker is 

available, then the average of each decision-makers’ 

priorities is calculated by using Eq. (11). 

 

�̃�𝑖𝑗 = ∑ �̃�𝑖𝑗
𝑑𝑑

𝑑=1                              (11) 

 

Further, the next stage is to modify the matrix for 

pair-wise comparison for all variables in the 

hierarchy using equation based on average 

preferences (12). 

 

�̃� = ⌊
𝑘11̃ … 𝑘1�̃�

⋯ ⋱ ⋯
𝑘𝑛1̃ ⋯ �̃�𝑛𝑛

⌋                    (12) 

 

Afterwards, the researchers use the geometric 

mean procedure as shown in Eq. (13) to define each 

factor's fuzzy geometric mean and fuzzy weights. 

 

�̃�𝑖 = (∏ �̃�𝑖𝑗
𝑛
𝑗=1 )

1
𝑛⁄ , 𝑖 = 1,2,3…𝑛       (13) 

 

The next stage is to finalize the factor's fuzzy 

weight using Eq. (14). Where, the operator ⊕ 

represents the addition of fuzzy matrices, and the 

operator ⨂  represents the multiplication of fuzzy 

matrices. 

 

�̃�𝑖 = �̃�𝑖⨂(�̃�1 ⊕ �̃�2 ⊕ �̃�3 … .⊕ �̃�𝑛)−1    (14) 
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Figure. 3 Flow chart of fuzzy AHP-TOPSIS method 

 

Therefore, with the aid of Eq. (15-16), the 

average and normalized weight criteria are 

determined. 

 

𝑀𝑖 =
�̃�1⊕�̃�2…..⊕�̃�𝑛

𝑛
                           (15) 

 

𝑁𝑟𝑖 =
𝑀𝑖

𝑀1⊕𝑀2⊕……⊕𝑀𝑛
                        (16) 

 

In addition, by using Eq. (17), the Center of Area 

(COA) approach is then used to determine the Best 

Non-fuzzy Performance (BNP) value of the fuzzy 

weights of each variable. 

 

𝐵𝑁𝑃𝑤𝐷1 =
[(𝑢𝑤1−𝑙𝑤1 )+ (𝑚𝑖𝑤1−𝑙𝑤1 )]

3
+  𝑙𝑤1 (17) 

4.2 Fuzzy TOPSIS 

TOPSIS considers a multi-criteria decision-

making issue of m alternatives like a geometric 

structure with m points in the n-dimensional space of 

component. For TOPSIS, the approach used in this 

research paper is based on the assumption that, for 

higher and lower ideal solutions, a specified  

Table 2. Linguistic scales for the rating 

Linguistic Variable 

Corresponding 

Triangular Fuzzy 

Number 

Very poor (VP) (0, 1, 3) 

Poor (P) (1, 3, 5) 

Fair (F) (3, 5, 7) 

Good (G) (5, 7, 9) 

Very good (VG) (7, 9,10) 

 

alternative has the shortest and the farthest range 

from the positive-ideal solution as well as the 

negative-ideal solution simultaneously [46]. 

Professionals find difficulty in assigning a particular 

output ranking to an alternative with reference to 

factor, as shown by Shadbegian and Gray [47].  In 

compatibility with the actual-world fuzzy setting, this 

approach applies fuzzy numbers to reflect the relative 

value of the factor rather than specific numbers. 

Furthermore, the Fuzzy AHP-TOPSIS approach is 

especially appropriate for finding solutions of group 

decision-making in fuzzy settings. Fig. 3 shows the 

overall weight acquisition process and the feasibility 

estimation of Fuzzy AHP-TOPSIS methods. Fig. 3 

below demonstrates the step-by-step procedure of the 

Fuzzy AHP-TOPSIS system. 

First, we determine weights of the evaluation 

factor. The present study applies Fuzzy AHP to 

determine fuzzy preference weights with the help of 

Eq. (1-16). Further, the researchers create the fuzzy 

decision matrix and choose the appropriate linguistic 

variables as alternatives for the criteria with the help 

of Eq. (18) and Table 2. 

 
                                   𝐶1 …… . 𝐶𝑛 

�̃� =
𝐴1

…
𝐴𝑚

[
�̃�11 ⋯ �̃�1𝑛

⋯ ⋱ ⋯
�̃�𝑚1 ⋯ �̃�𝑚𝑛

]                       (18) 

 

Where, �̃�𝑖𝑗 =
1

𝐷
(�̃�𝑖𝑗

1 ⋯⊕ �̃�𝑖𝑗
𝑑 ⊕ ⋯�̃�𝑖𝑗

𝐷) , and �̃�𝑖𝑗
𝑑  

is the performance rating of the alternative Ai with 

respect to factor Cj estimated by the dth practitioner 

and �̃�𝑖𝑗
𝑑 = (𝑙𝑖𝑗

𝑑 , 𝑚𝑖𝑖𝑗
𝑑 , 𝑢𝑖𝑗

𝑑 ). 

Next step is to normalize the fuzzy decision 

matrix with the assistance of Eq. (19). The 

normalized fuzzy decision matrix is represented by �̃�  

and is depicted as follows. 

 

�̃� = [�̃�𝑖𝑗]𝑚×𝑛
                           (19) 

 

Thereafter, the normalization process can be 

achieved with the help of Eq. (20).  
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�̃�𝑖𝑗 = (
𝑙𝑖𝑗

𝑢𝑗
+ ,

𝑚𝑖𝑖𝑗

𝑢𝑗
+ ,

𝑢𝑖𝑗

𝑢𝑗
+), 

𝑢𝑗
+ = 𝑚𝑎𝑥{𝑢𝑖𝑗, 𝑖 = 1,2,3. . 𝑛}         (20) 

 

Alternatively, we can set the best desired level 

𝑢𝑗
+and j = 1, 2, . . . , n is equal to 1; otherwise, the 

worst is 0. The normalized �̃�𝑖𝑗  continues to be 

triangular fuzzy numbers(TFNs). For trapezoidal 

fuzzy numbers, the normalization process can be 

performed in the similar manner. The weighted fuzzy 

normalized decision matrix (�̃�) is quantified with the 

help of Eq. (21).  

 

�̃� = [�̃�𝑖𝑗]𝑚×𝑛
𝑖 = 1,2, . . 𝑚;  𝑗 = 1,2,3…𝑛 (21) 

 

Where, �̃�𝑖𝑗 = �̃�𝑖𝑗 ⊗ �̃�𝑖𝑗  and then, define the 

Fuzzy Positive-Ideal Solution (FPIS) and Fuzzy 

Negative-Ideal Solution (FNIS). The weighted 

normalized fuzzy decision matrix indicates that the 

elements �̃�𝑖𝑗 are normalized positive TFN and their 

ranges belong to the closed interval [0, 1]. Thereafter, 

we can describe the FPIS A+ (aspiration levels) and 

FNIS A− (the worst levels) as shown in Eqs. (22) and 

(23). 

 

𝐴+ = (�̃�1,⋯…..
∗ �̃�𝑗,⋯…..

∗ �̃�𝑛,
∗ )                    (22) 

 

𝐴− = (�̃�1,⋯…..
∗ �̃�𝑗,⋯…..

∗ �̃�𝑛,
∗ )                    (23) 

 

Where, �̃�1
∗ = (1,1,1)⨂�̃�𝑖𝑗 =

(𝐿𝑤𝑗, 𝑀𝑤𝑗, 𝐻𝑤𝑗)𝑎𝑛𝑑�̃�𝑖𝑗
− = (0,0,0) , 𝑗 = 1,2,3…𝑛 . 

Thereafter, the distance of each alternative is 

calculated. The distances ( �̃�𝑖
+𝑎𝑛𝑑 �̃�𝑖

−  ) of each 

alternative from A+ and A- can be estimated by using 

the area compensation technique as shown in Eqs. 

(24) and (25). 

 

�̃�𝑖
+ = ∑𝑑(�̃�𝑖𝑗, �̃�𝑖𝑗

∗ )

𝑛

𝑗=1

𝑖 = 1,2, . . 𝑚;  𝑗 = 1,2,3…𝑛 

(24) 

�̃�𝑖
− = ∑𝑑(�̃�𝑖𝑗, �̃�𝑖𝑗

∗ )

𝑛

𝑗=1

𝑖 = 1,2, . . 𝑚;  𝑗 = 1,2,3…𝑛 

(25) 

 

In the ensuing step, we find the closeness 

coefficients (relative gaps–degree) and develop the 

alternatives to achieve the aspiration levels in each 

factor. Chou et al. proposed that 𝐶�̃�𝑖is accurate for 

evaluating the fuzzy gaps–degree on the basis of the 

fuzzy closeness coefficients to improve the 

alternatives [48]. Once �̃�𝑖
+ and �̃�𝑖

−of each alternative 

have been evaluated, the similarities to the ideal 

solution are calculated. This step solves the 

similarities to an ideal solution as shown in Eq. (26). 

 

𝐶�̃�𝑖 = 
�̃�𝑖

−

�̃�𝑖
++�̃�𝑖

− = 1 −
�̃�𝑖

+

�̃�𝑖
++𝑘𝑖

−  , 𝑖 = 1,2,… . ,𝑚  (26) 

 

Where, 
�̃�𝑖

−

�̃�𝑖
++�̃�𝑖

−  is defined as fuzzy satisfaction 

degree in the ith alternative and 
�̃�𝑖

+

�̃�𝑖
++�̃�𝑖

−  is the fuzzy 

gap–degree in the ith alternative. On the basis of these, 

the ranks of the alternatives are achieved. 

This sub-section discusses different statistical 

findings of integrated fuzzy AHP-TOPSIS model 

implementation. Security experts usually do a 

behavior-based research of malware to analyze about 

previously identified examples of malware or family 

of malware. To achieve this, it is important to identify 

and characterize questionable behaviors from large 

sets of signs of implementation [49]. IT security 

experts and academicians face a complicated task of 

assessing the impact of malware analysis techniques 

numerically in current cyber-attack setting. The 

identification of malware analysis techniques is the 

most essential step to preserve the infrastructure of 

information and communication technology. An 

effective impact analysis of malware techniques from 

the security practitioners will provide reliable and 

efficient problem solving strategy. To accomplish 

this objective, in our research paper, we have used an 

emphatically established and validated decision-

making strategy, the integrated fuzzy AHP-TOPSIS. 

This technique is conversant for prioritizing the 

malware analysis techniques based on their impact 

evaluation in current cyber security setting. For 

eliciting a more convincing outcome, we took 

suggestions from 70 IT security experts who come 

from different software industries and educational 

backgrounds. The information outsourced from these 

specialists was collected for our empirical 

investigations. Eqs. (1)–(21) are used according to 

Fig. 3 to determine the impact of the mentioned 

malware analysis techniques. 

We enlisted the tabulations of Table 1 as well as 

Eqs. (1)–(9) to transform linguistic factors into 

quantitative values and TFN figures. This was done 

to determine the variables and calculate the findings. 

Similarly, the pair-wise comparative matrix of the 

attributes at level 1 is developed by using Eq. (10) as 

shown in Table 3. Likewise, the composite pair-wise 

comparative matrix for the level 2 and level 3 

hierarchies has been collated in Tables 4–13. 
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We compute the measurement of the weights with the 

help of Eqs. (11)–(13). Likewise, the remaining p and 

I can be collected. Eqs. (14)–(16) are used here for 

weight measurement of each factor. However, we 

determined the BNP significance of factors via Eq. 

(17). The global weights have always been 

determined with every second-layer element as 

shown in Table 8.  

In Table 8, several factors are replicated; however, 

the effect they provide to their significantly high layer 

component is complex. To be more comprehensive, 

an integration to measure the weights of the factor of 

each point is performed. Furthermore, Table 9 

demonstrates the final dependent weights with the 

help of the hierarchy. 

5. Statistical data analysis 

This sub-section discusses different statistical 

findings of integrated fuzzy AHP-TOPSIS model 

implementation. Security experts usually do a 

behavior-based research of malware to analyze about 

previously identified examples of malware or family 

of malware. To achieve this, it is important to identify 

and characterize questionable behaviors from large 

sets of signs of implementation [49]. IT security 

experts and academicians face a complicated task of 

assessing the impact of malware analysis techniques 

numerically in current cyber-attack setting. The 

identification of malware analysis techniques is the 

most essential step to preserve the infrastructure of 

information and communication technology. An 

effective impact analysis of malware techniques from 

the security practitioners will provide reliable and 

efficient problem solving strategy. To accomplish 

this objective, in our research paper, we have used an 

emphatically established and validated decision-

making strategy, the integrated fuzzy AHP-TOPSIS. 

This technique is conversant for prioritizing the 

malware analysis techniques based on their impact 

evaluation in current cyber security setting. For 

eliciting a more convincing outcome, we took 

suggestions from 70 IT security experts who come 

from different software industries and educational 

backgrounds. The information outsourced from these 

specialists was collected for our empirical 

investigations. Eqs. (1)–(21) are used according to 

Fig. 3 to determine the impact of the mentioned 

malware analysis techniques. 

We enlisted the tabulations of Table 1 as well as 

Eqs. (1)–(9) to transform linguistic factors into 

quantitative values and TFN figures. This was done 

to determine the variables and calculate the findings. 

Similarly, the pair-wise comparative matrix of the 

attributes at level 1 is developed by using Eq. (10) as 

shown in Table 3. Likewise, the composite pair-wise 

comparative matrix for the level 2 and level 3 

hierarchies has been collated in Tables 4–13. 

We compute the measurement of the weights with 

the help of Eqs. (11)–(13). Likewise, the remaining p 

and I can be collected. Eqs. (14)–(16) are used here 

for weight measurement of each factor. However, we 

determined the BNP significance of factors via Eq. 

(17). The global weights have always been 

determined with every second-layer element as 

shown in Table 8. 

In Table 8, several factors are replicated; however, 

the effect they provide to their significantly high layer 

component is complex. To be more comprehensive, 

an integration to measure the weights of the factor of 

each point is performed. Furthermore, Table 9  

 
Table 3. Fuzzy-aggregated pair-wise comparison matrix 

at level 1 

 A1 A2 A3 

A1 1.0000,1.0000

,1.0000 

0.2300, 

0.2800, 

0.3600 

0.3000, 

0.4400, 

0.8000 

A2  - 1.0000,1.0000

,1.0000 

0.6600, 

1.1700, 

1.6900 

A3 - - 1.0000,1.0000

,1.0000 

 
Table 4. Fuzzy aggregated pair-wise comparison matrix 

at level 2 for static analysis 

 A11 A12 A13 A14 

A11 1.0000,1.

0000,1.00

00 

0.6900, 

0.8900, 

1.1000 

0.2300, 

0.2800, 

0.3600 

0.7000, 

0.9500, 

1.3500 

A12 

- 

1.0000,1.

0000,1.00

00 

0.4900, 

0.6400, 

1.0000 

0.2700, 

0.3500, 

0.5200 

A13 

- - 

1.0000,1.

0000,1.00

00 

1.0000, 

1.3200, 

1.5500 

A14 

- - - 

1.0000,1.

0000,1.00

00 

 
Table 5. Fuzzy aggregated pair-wise comparison matrix 

at level 2 for dynamic analysis 

 A21 A22 A23 

A21 1.0000, 

1.0000, 

1.0000 

0.6600, 

1.1700, 

1.6900 

1.1500, 

1.4400, 

1.7000 

A22 - 1.0000, 

1.0000,  

1.0000 

1.0000, 

1.5200, 

1.9300 

A23 - - 1.0000,1.0000

,1.0000 
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Table 6. Fuzzy aggregated pair-wise comparison matrix 

at level 2 for reverse engineering 

 A31 A32 A33 

A31 1.0000,1.0000

,1.0000 

1.1900, 

1.5800, 

2.1500 

0.4900, 

0.6400, 

1.0000 

A32 - 1.0000,1.0000

,1.0000 

0.2200, 

0.2900, 

0.4200 

A33 - - 1.0000, 

1.0000, 

1.0000 

 
Table 7. Combined pairwise comparison matrix at level 1 

 A1 A2 A3 Weights 

A1 1.0000 1.1730 0.4940 0.2749 

A2 0.8525 1.0000 1.1720 0.3296 

A3 2.0243 0.8532 1.0000 0.3955 

C.R.=0.0488 
 

Table 8. Aggregated pair-wise comparison matrix at level 

2 for static analysis 

 A11 A12 A13 A14 Weights 

A11 1.0000 0.8920 1.1730 0.9940 0.2463 

A12 1.1211 1.0000 0.6910 0.3720 0.1820 

A13 0.8525 1.4472 1.0000 1.2980 0.2724 

A14 1.0061 2.6882 0.7704 1.0000 0.2993 

CR= 0.0349 

 
Table 9. Aggregated pair-wise comparison matrix at level 

2 for dynamic analysis 

 A21 A22 A23 Weights 

A21 1.0000 1.1720 1.3630 0.3843 

A22 0.8533 1.0000 1.4910 0.3562 

A23 0.7337 0.6707 1.0000 0.2595 

CR= 0.0025 

 
Table 10. Aggregated pair-wise comparison matrix at 

level 2 for reverse engineering 

 A31 A32 A33 Weights 

A31 1.0000 1.6330 0.6910 0.3159 

A32 0.6124 1.0000 0.3030 0.1731 

A33 1.4472 3.3003 1.0000 0.5110 

CR= 0.0052 

 

demonstrates the final dependent weights with the 

help of the hierarchy. 

Therefore, after a scrutiny of different defined 

criteria, we determined the importance of several 

malware analysis techniques in alternative options. 

Ten consecutive web application projects were 

obtained from a local University in Lucknow, India, 

to estimate the security. Alternatives WA1, WA2, 

WA3 ... WA10, which describe the institutional 

services initiative, are all very responsive programs. 

With the aid of Table 2 and Eq. (4–9), we took the 

 

Table 11. Summary of the results 

Level 1 

Methods 

Local 

Weights 

of Level 

1 

Level 2 

Methods 

Local 

Weights 

of Level 

2 

Overall 

Weights 

Overall 

Ranks 

A1 0.2749 

A11 0.2463 0.0677 9 

A12 0.1820 0.0500 10 

A13 0.2724 0.0749 7 

A14 0.2993 0.0823 6 

A2 0.3296 

A21 0.3843 0.1267 2 

A22 0.3562 0.1174 4 

A23 0.2595 0.0855 5 

A3 0.3955 

A31 0.3159 0.1250 3 

A32 0.1731 0.0685 8 

A33 0.5110 0.2021 1 

 

inputs from the six projects' technical results, as 

shown in Table 11. By using the Eqs. (18)–(20), we 

calculated the regularized Fuzzy decision matrix as 

provided in Table 12. Then, we calculated the 

weighted normalized Fuzzy decision matrix with the 

help of Eq. (21) as shown in Table 13. By using Eqs. 

(22)–(26), we evaluated the fuzzy degree of 

satisfaction and fuzzy gap, which can be seen in 

Table 14. 

6. Validation of findings 

6.1 Sensitivity analysis 

An analysis of the obtained outcome from 

different perspectives is imperative for any scientific 

research paper. Sensitivity analysis process is one of 

the most effective and efficient methods in order to 

authenticate the validity of findings [15]. Moreover if 

the factors are changed, sensitivity analysis offers a 

mechanism for research scientists to examine their 

collected outcomes. In this research paper, the 

proposed analysis used twenty experiments to 

analyze sensitivity, since the last hierarchy level has 

six factors. The sensitivity weights of each factor are 

different at the time of analysis, and the other factors 

weights and degree of satisfaction are constant at the 

very same time. The estimated effects of the 

sensitivity analysis are shown in Table 16. 

6.2 Comparative analysis 

Comparative analysis is an integral process for 

corroborating the efficacy of the techniques 

employed by a research scientist [15]. We also 

performed a comparative analysis of the findings 

with another related technique called the classical 

AHP-TOPSIS. For gauging the findings through the 

classical AHP-TOPSIS method, we used the same 

data for estimation. Fig. 4 demonstrates the radar 
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Table 12. Subjective cognition results of evaluators in linguistic terms 

 WA1 WA2 WA3 WA4 WA5 WA6 WA7 WA8 WA9 WA10 

A11 5.7320, 

7.7320, 

9.2710 

4.2700, 

6.2700, 

8.1800 

4.0900, 

6.0900, 

8.0900 

1.1800, 

3.0000, 

5.0000 

5.1800, 

7.1800, 

8.8200 

2.0900, 

4.0900, 

6.0900 

1.7300, 

3.5500, 

5.5500 

1.1800, 

3.0000, 

5.0000 

5.1800, 

7.1800, 

8.8200 

2.8200, 

4.8200, 

6.8200 

A12 5.0000, 

7.0000, 

8.4500 

5.7300, 

7.7300, 

9.0000 

4.2700, 

6.2700, 

7.9100 

1.1800, 

3.0000, 

5.0000 

4.1800, 

6.0900, 

7.6400 

3.5500, 

5.5500, 

7.2700 

0.8200, 

2.4500, 

4.4500 

1.1800, 

3.0000, 

5.0000 

4.1800, 

6.0900, 

7.6400 

2.8200, 

4.8200, 

6.6400 

A13 5.1800, 

7.1800, 

8.6400 

5.3600, 

7.3600, 

8.7300 

5.3600, 

7.3600, 

8.7300 

0.7300, 

2.4500, 

4.4500 

5.0000, 

7.0000, 

8.4500 

4.8200, 

6.8200, 

8.2700 

1.0000, 

2.6400, 

4.6400 

0.7300, 

2.4500, 

4.4500 

5.0000, 

7.0000, 

8.4500 

2.8200, 

4.8200, 

6.7300 

A14 5.7300, 

7.7300, 

9.0900 

5.3600, 

7.3006, 

8.7300 

5.5500, 

7.5500, 

8.9100 

0.6400, 

2.2700, 

4.2700 

5.3600, 

7.3600, 

8.7300 

4.0900, 

6.0900, 

7.7300 

0.7300, 

2.2700, 

4.2700 

0.6400, 

2.2700, 

4.2700 

5.3600, 

7.3600, 

8.7300 

2.0900, 

3.9100, 

5.8200 

A21 6.2700, 

8.2700, 

9.4500 

5.7300, 

7.7300, 

9.0000 

5.3600, 

7.3600, 

8.7300 

0.3600, 

1.7300, 

3.7300 

6.2700, 

8.2700, 

9.4500 

3.1800, 

5.1800, 

7.0000 

1.6400, 

3.3600, 

5.3600 

0.3600, 

1.7300, 

3.7300 

6.2700, 

8.2700, 

9.4500 

3.9100, 

5.9100, 

7.5500 

A22 5.7300, 

7.7300, 

9.0900 

5.3600, 

7.3006, 

8.7300 

5.5500, 

7.5500, 

8.9100 

1.6400, 

3.5500, 

5.5500 

5.3600, 

7.3600, 

8.7300 

4.0900, 

6.0900, 

7.7300 

0.7300, 

2.2700, 

4.2700 

1.6400, 

3.5500, 

5.5500 

5.3600, 

7.3600, 

8.7300 

2.0900, 

3.9100, 

5.8200 

A23 5.0000, 

7.0000, 

8.4500 

5.7300, 

7.7300, 

9.0000 

4.2700, 

6.2700, 

7.9100 

1.1800, 

3.0000, 

5.0000 

4.1800, 

6.0900, 

7.6400 

3.5500, 

5.5500, 

7.2700 

0.8200, 

2.4500, 

4.4500 

1.1800, 

3.0000, 

5.0000 

4.1800, 

6.0900, 

7.6400 

2.8200, 

4.8200, 

6.6400 

A31 5.1800, 

7.1800, 

8.6400 

5.3600, 

7.3600, 

8.7300 

5.3600, 

7.3600, 

8.7300 

0.7300, 

2.4500, 

4.4500 

5.0000, 

7.0000, 

8.4500 

4.8200, 

6.8200, 

8.2700 

1.0000, 

2.6400, 

4.6400 

0.7300, 

2.4500, 

4.4500 

5.0000, 

7.0000, 

8.4500 

2.8200, 

4.8200, 

6.7300 

A32 5.7300, 

7.7300, 

9.0900 

5.3600, 

7.3006, 

8.7300 

5.5500, 

7.5500, 

8.9100 

0.6400, 

2.2700, 

4.2700 

5.3600, 

7.3600, 

8.7300 

4.0900, 

6.0900, 

7.7300 

0.7300, 

2.2700, 

4.2700 

0.6400, 

2.2700, 

4.2700 

5.3600, 

7.3600, 

8.7300 

2.0900, 

3.9100, 

5.8200 

A33 6.2700, 

8.2700, 

9.4500 

5.7300, 

7.7300, 

9.0000 

5.3600, 

7.3600, 

8.7300 

0.3600, 

1.7300, 

3.7300 

6.2700, 

8.2700, 

9.4500 

3.1800, 

5.1800, 

7.0000 

1.6400, 

3.3600, 

5.3600 

0.3600, 

1.7300, 

3.7300 

6.2700, 

8.2700, 

9.4500 

3.9100, 

5.9100, 

7.5500 

 

Figure 4. Radar chart representation of comparing the 

results from different methods 

 

chart representation of the findings obtained from 

three different techniques. The findings presented in 

Fig. 4 indicate a strong correlation between the 

findings obtained from both techniques [15]. It 

clearly demonstrates that the Fuzzy-based approach 

offers better research findings over the classical 

approach. 

 

 

7. Conclusion 

Software security breaches and advanced 

malware exploits are now widespread, infiltrating 

every sector. Various methods for targeting pose 

serious challenges for IT security experts who are 

actively working on tactics to contain and reduce 

these infringements. In this kind of scenario, the 

different organizations need to work on conclusive 

strategy that effectively neutralizes the impact of the 

attacks. There are several malware analysis 

techniques available today which allow the 

researchers and security experts to realize the danger 

and purpose of a particular sample easily and in detail. 

This expertise enables the researcher to deal with 

future malware production patterns or to optimize 

established identification procedures to minimize the 

risk from such an application [50]. Our research 

paper explores the different malware analysis 

techniques available to understand a given sample's 

behavior. Furthermore, our study also highlights the 

perils of competing motivation among the malware 

writers to conceal the malicious nature of their 
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Table 13. The normalized fuzzy-decision matrix 

 WA1 WA2 WA3 WA4 WA5 WA6 WA7 WA8 WA9 WA10 

A11 0.5000, 

0.7100, 

0.8900 

0.5200, 

0.7400, 

0.9400 

0.5400, 

0.7500, 

0.9200 

0.5200, 

0.7400, 

0.9200 

0.2000, 

0.4700, 

0.7700 

0.5400, 

0.7500, 

0.9200 

0.5200, 

0.7400, 

0.9200 

0.2000, 

0.4700, 

0.7700 

0.2000, 

0.5000, 

0.8000 

0.4700, 

0.6800, 

0.8800 

A12 0.5400, 

0.7500, 

0.9200 

0.5200, 

0.7400, 

0.9300 

0.5900, 

0.8000, 

0.9700 

0.6000, 

0.8100, 

1.0000 

0.4200, 

0.6900, 

0.9900 

0.5900, 

0.8000, 

0.9700 

0.6000, 

0.8100, 

1.0000 

0.4200, 

0.6900, 

0.9900 

0.3800, 

0.6600, 

0.9600 

0.6100, 

0.8200, 

0.9800 

A13 0.5400, 

0.7500, 

0.9200 

0.5200, 

0.7400, 

0.9200 

0.5900, 

0.8000, 

0.9600 

0.4600, 

0.6800, 

0.8800 

0.2000, 

0.4700, 

0.7700 

0.5900, 

0.8000, 

0.9600 

0.4600, 

0.6800, 

0.8800 

0.2000, 

0.4700, 

0.7700 

0.2000, 

0.5000, 

0.8000 

0.5500, 

0.7600, 

0.9300 

A14 0.5900, 

0.8000, 

0.9700 

0.6000, 

0.8100, 

1.0000 

0.5400, 

0.7500, 

0.9300 

0.4600, 

0.6800, 

0.8700 

0.1800, 

0.4500, 

0.7400 

0.5400, 

0.7500, 

0.9300 

0.4600, 

0.6800, 

0.8700 

0.1800, 

0.4500, 

0.7400 

0.2000, 

0.5000, 

0.8000 

0.4700, 

0.6800, 

0.8700 

A21 0.4600, 

0.6700, 

0.8600 

0.3800, 

0.6000, 

0.8000 

0.5400, 

0.7500, 

0.9200 

0.5200, 

0.7400, 

0.9300 

0.4200, 

0.6900, 

0.9900 

0.5400, 

0.7500, 

0.9200 

0.5200, 

0.7400, 

0.9300 

0.4200, 

0.6900, 

0.9900 

0.3800, 

0.6600, 

0.9600 

0.4700, 

0.6800, 

0.8700 

A22 0.5000, 

0.7100, 

0.8900 

0.5200, 

0.7400, 

0.9400 

0.5400, 

0.7500, 

0.9200 

0.5200, 

0.7400, 

0.9200 

0.2000, 

0.4700, 

0.7700 

0.5400, 

0.7500, 

0.9200 

0.5200, 

0.7400, 

0.9200 

0.2000, 

0.4700, 

0.7700 

0.2000, 

0.5000, 

0.8000 

0.4700, 

0.6800, 

0.8800 

A23 0.5400, 

0.7500, 

0.9200 

0.5200, 

0.7400, 

0.9300 

0.5900, 

0.8000, 

0.9700 

0.6000, 

0.8100, 

1.0000 

0.4200, 

0.6900, 

0.9900 

0.5900, 

0.8000, 

0.9700 

0.6000, 

0.8100, 

1.0000 

0.4200, 

0.6900, 

0.9900 

0.3800, 

0.6600, 

0.9600 

0.6100, 

0.8200, 

0.9800 

A31 0.5400, 

0.7500, 

0.9200 

0.5200, 

0.7400, 

0.9200 

0.5900, 

0.8000, 

0.9600 

0.4600, 

0.6800, 

0.8800 

0.2000, 

0.4700, 

0.7700 

0.5900, 

0.8000, 

0.9600 

0.4600, 

0.6800, 

0.8800 

0.2000, 

0.4700, 

0.7700 

0.2000, 

0.5000, 

0.8000 

0.5500, 

0.7600, 

0.9300 

A32 0.5900, 

0.8000, 

0.9700 

0.6000, 

0.8100, 

1.0000 

0.5400, 

0.7500, 

0.9300 

0.4600, 

0.6800, 

0.8700 

0.1800, 

0.4500, 

0.7400 

0.5400, 

0.7500, 

0.9300 

0.4600, 

0.6800, 

0.8700 

0.1800, 

0.4500, 

0.7400 

0.2000, 

0.5000, 

0.8000 

0.4700, 

0.6800, 

0.8700 

A33 0.5900, 

0.8000, 

0.9600 

0.4600, 

0.6800, 

0.8800 

0.3000, 

0.5700, 

0.8300 

0.2600, 

0.5300, 

0.8200 

0.1600, 

0.4200, 

0.7200 

0.3000, 

0.5700, 

0.8300 

0.2600, 

0.5300, 

0.8200 

0.1600, 

0.4200, 

0.7200 

0.1200, 

0.3900, 

0.6900 

0.4300, 

0.6400, 

0.8600 

 

production for commercial benefits.  The hierarchical 

representation of different malware analysis 

techniques is shown in Fig. 1 that tabulates the 

categories and the sub-categories. We have used the 

widely reliable and accepted integrated fuzzy AHP-

TOPSIS method to provide a prioritized ranking 

outcome to the created hierarchy in Fig. 1, while 

defining all of these important findings. The findings 

obtained with the help of integrated fuzzy AHP-

TOPSIS method which assist IT security experts to 

understand the process of evaluating the impact of 

malware analysis techniques. The main outcomes of 

the present research study can be defined as: 

• Findings of the present study show that 

amongst the Static Analysis (A1), Dynamic 

Analysis (A2) and Reverse Engineering (A3), 

the most powerful malware attack analysis 

approach is the Reverse Engineering. Our 

analysis also proves that String Analysis 

(A33) is the best technique for the Reverse 

Engineering malware analysis approach. 

• The most prioritized sub-factor in the 

analyzed outcomes is the String Analysis. 

Strings in software are values which are 

installed from the sample of malware when 

performed. To accomplish strong indication 

from the malware sample, the reverse 

engineering process has to be done for string 

analysis. 

• Findings of this research study are 

conclusive and the outcomes prove that the 

proposed methodology, if enlisted by the IT 

security experts and researchers, would be 

highly effective for malware analysis.  

• This study will assist the IT security experts 

in improving the existing malware analysis 

mechanism and market by presenting an 

empirically evaluated and validated malware 

analysis technique.  Researchers and 

academicians from the software security 

field may use the findings and improve the 

mechanism of malware analysis techniques.  

• The study has discovered the most 

appropriate malware analysis technique by 

executing it on different versions of 

university’s web application on different 

levels. By following this measure, 
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Table 14. The weighted normalized fuzzy-decision matrix 

 WA1 WA2 WA3 WA4 WA5 WA6 WA7 WA8 WA9 WA10 

A11 0.0040, 

0.0140, 

0.0440 

0.0030, 

0.0120, 

0.0410 

0.0030, 

0.0120, 

0.0410 

0.0050, 

0.0160, 

0.0480 

0.0050, 

0.0160, 

0.0490 

0.0030, 

0.0130, 

0.0450 

0.0030, 

0.0120, 

0.0410 

0.0050, 

0.0160, 

0.0480 

0.0050, 

0.0160, 

0.0490 

0.0030, 

0.0130, 

0.0450 

A12 0.0040, 

0.0140, 

0.0440 

0.0030, 

0.0120, 

0.0420 

0.0030, 

0.0120, 

0.0420 

0.0020, 

0.0100, 

0.0370 

0.0020, 

0.0090, 

0.0380 

0.0020, 

0.0100, 

0.0390 

0.0030, 

0.0120, 

0.0420 

0.0020, 

0.0100, 

0.0370 

0.0020, 

0.0090, 

0.0380 

0.0020, 

0.0100, 

0.0390 

A13 0.0010, 

0.0060, 

0.0190 

0.0020, 

0.0060, 

0.0200 

0.0020, 

0.0060, 

0.0200 

0.0010, 

0.0050, 

0.0190 

0.0010, 

0.0050, 

0.0180 

0.0010, 

0.0040, 

0.0170 

0.0020, 

0.0060, 

0.0200 

0.0010, 

0.0050, 

0.0190 

0.0010, 

0.0050, 

0.0180 

0.0010, 

0.0040, 

0.0170 

A14 0.0020, 

0.0080, 

0.0270 

0.0020, 

0.0080, 

0.0250 

0.0020, 

0.0080, 

0.0250 

0.0020, 

0.0070, 

0.0270 

0.0020, 

0.0070, 

0.0250 

0.0000, 

0.0040, 

0.0170 

0.0020, 

0.0080, 

0.0250 

0.0020, 

0.0070, 

0.0270 

0.0020, 

0.0070, 

0.0250 

0.0000, 

0.0040, 

0.0170 

A21 0.0010, 

0.0050, 

0.0180 

0.0020, 

0.0070, 

0.0220 

0.0020, 

0.0070, 

0.0220 

0.0020, 

0.0070, 

0.0240 

0.0010, 

0.0050, 

0.0180 

0.0000, 

0.0020, 

0.0090 

0.0020, 

0.0070, 

0.0220 

0.0020, 

0.0070, 

0.0240 

0.0010, 

0.0050, 

0.0180 

0.0000, 

0.0020, 

0.0090 

A22 0.0040, 

0.0140, 

0.0440 

0.0030, 

0.0120, 

0.0420 

0.0030, 

0.0120, 

0.0420 

0.0020, 

0.0100, 

0.0370 

0.0020, 

0.0090, 

0.0380 

0.0020, 

0.0100, 

0.0390 

0.0030, 

0.0120, 

0.0420 

0.0020, 

0.0100, 

0.0370 

0.0020, 

0.0090, 

0.0380 

0.0020, 

0.0100, 

0.0390 

A23 0.0010, 

0.0060, 

0.0190 

0.0020, 

0.0060, 

0.0200 

0.0020, 

0.0060, 

0.0200 

0.0010, 

0.0050, 

0.0190 

0.0010, 

0.0050, 

0.0180 

0.0010, 

0.0040, 

0.0170 

0.0020, 

0.0060, 

0.0200 

0.0010, 

0.0050, 

0.0190 

0.0010, 

0.0050, 

0.0180 

0.0010, 

0.0040, 

0.0170 

A31 0.0020, 

0.0080, 

0.0270 

0.0020, 

0.0080, 

0.0250 

0.0020, 

0.0080, 

0.0250 

0.0020, 

0.0070, 

0.0270 

0.0020, 

0.0070, 

0.0250 

0.0000, 

0.0040, 

0.0170 

0.0020, 

0.0080, 

0.0250 

0.0020, 

0.0070, 

0.0270 

0.0020, 

0.0070, 

0.0250 

0.0000, 

0.0040, 

0.0170 

A32 0.0010, 

0.0050, 

0.0180 

0.0020, 

0.0070, 

0.0220 

0.0020, 

0.0070, 

0.0220 

0.0020, 

0.0070, 

0.0240 

0.0010, 

0.0050, 

0.0180 

0.0000, 

0.0020, 

0.0090 

0.0020, 

0.0070, 

0.0220 

0.0020, 

0.0070, 

0.0240 

0.0010, 

0.0050, 

0.0180 

0.0000, 

0.0020, 

0.0090 

A33 0.0030, 

0.0110, 

0.0360 

0.0020, 

0.0090, 

0.0300 

0.0020, 

0.0090, 

0.0300 

0.0020, 

0.0100, 

0.0350 

0.0030, 

0.0110, 

0.0360 

0.0020, 

0.0090, 

0.0340 

0.0020, 

0.0090, 

0.0300 

0.0020, 

0.0100, 

0.0350 

0.0030, 

0.0110, 

0.0360 

0.0020, 

0.0090, 

0.0340 

Table 15. Closeness coefficients to the aspired level among the different alternatives 

Alternatives d+i d-i Gap Degree of 

CC+i 

Satisfaction 

Degree of CC-i 

Alternative 1 WA1 0.0450 0.0270 0.3780 0.6548 

Alternative 2 WA2 0.0390 0.0360 0.4970 0.5165 

Alternative 3 WA3 0.0380 0.0410 0.5390 0.4854 

Alternative 4 WA4 0.0370 0.0270 0.4340 0.5965 

Alternative 5 WA5 0.0390 0.0460 0.5450 0.4785 

Alternative 6 WA6 0.0350 0.0480 0.6280 0.3965 

Alternative 7 WA7 0.0480 0.0260 0.3670 0.6685 

Alternative 8 WA8 0.0330 0.0420 0.5660 0.4854 

Alternative 9 WA9 0.0370 0.0480 0.5490 0.4658 

Alternative 10 WA10 0.0300 0.0470 0.6060 0.3582 

 
prospective research scientists will be able to 

determine the factors influencing malware 

attack analysis along with their 

corresponding weights. 

• Malware analysis market and opportunities 

that this domain affords are a plenty. There 

are numerous aspects to study in this filed 

and each aspect is imbued with its set of 

complexities. Hence our research study also 

has limitations, especially when compared 

with the other sectors.  Although extensive 

research must dwell upon all the 

technological, ethical and organizational 

consequences in a single manuscript, the 

emphasis of this research is only on the 

hypothetical situation and its consequences 

for cyber-security. 
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Table 16. Sensitivity analysis 
Scenario Weights/

Alternati

ves 

 WA1 WA2 WA3 WA4 WA5 WA6 WA7 WA8 WA9 WA10 

Exp-0 Original 

Weights 

S
at

is
fa

ct
io

n
 D

eg
re

e 
 (

C
C

-i
) 

0.6548 0.5165 0.4854 0.5965 0.4785 0.3965 0.6685 0.4854 0.4658 0.3582 

Exp-1 A11 0.6698 0.5298 0.4989 0.6066 0.491 0.394 0.673 0.5053 0.4941 0.3489 

Exp-2 A12 0.6398 0.5032 0.4719 0.5864 0.466 0.399 0.664 0.4655 0.4375 0.3675 

Exp-3 A13 0.6681 0.4357 0.4096 0.6305 0.5003 0.3529 0.6096 0.4909 0.4544 0.3765 

Exp-4 A14 0.6415 0.5973 0.5612 0.5625 0.4567 0.4401 0.7274 0.4799 0.4772 0.3399 

Exp-5 A21 0.5633 0.5177 0.4782 0.5819 0.4737 0.35 0.6423 0.4015 0.4045 0.3473 

Exp-6 A22 0.7463 0.5153 0.4926 0.6111 0.4833 0.443 0.6947 0.5693 0.5271 0.3691 

Exp-7 A23 0.7431 0.6106 0.5862 0.599 0.4789 0.5297 0.7842 0.5685 0.5295 0.322 

Exp-8 A31 0.5665 0.4224 0.3846 0.594 0.4781 0.2633 0.5528 0.4023 0.4021 0.3944 

Exp-9 A32 0.5917 0.4627 0.4463 0.5632 0.5166 0.3289 0.5969 0.4498 0.4413 0.3882 

Exp-10 A33 0.5286 0.4089 0.4072 0.5299 0.5547 0.2613 0.5253 0.4142 0.4168 0.4134 
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