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Abstract: A number of metaphysical algorithms have been developed in recent years. Most of these algorithms are 

inspired by physical processes or living beings' behaviour. In this paper, a new algorithm namely “Hide Objects Game 

Optimization (HOGO)” is presented to obtain quasi-optimal solution.  It is inspired by an old game and the searcher 

agents who try to find a hidden object in a given space. In this game, any player must notice the following points: (a) 

pay attention to the voices made by the coach for players, (b) get closer to the best player for whom the coach made 

the loudest voice, (c) take influence from the voices made by the coach for other players, (d) compare the new voice 

after a move with the old voice before the move and return back in case the voice gets lower. HOGO is tested on 23 

well-known benchmark test functions and is compared with eight optimization algorithms: Genetic Algorithm, Particle 

Swarm Optimization, Gravitational Search Algorithm, Teaching Learning Based Optimization, Grey Wolf Optimizer, 

Grasshopper Optimization Algorithm, Spotted Hyena Optimizer, and Emperor Penguin Optimizer. The results and 

data obtained from applying HOGO and other said algorithms show that HOGO is able to provide better results in 

comparison with other well-known optimization algorithms. 

Keywords: Hide objects game optimization, Metaheuristic, Optimization, Game, Power engineering. 

 

 

1. Introduction 

1.1 Motivation 

In recent years, meta-heuristic algorithms provide 

optimal solution for real-life problems than the 

classical techniques [1-3]. Meta-heuristic algorithms 

have demonstrated their high ability in many fields 

like Logistics [4], Bioinformatics [5], Data-mining 

[6], Chemical physics [7], Power engineering [8, 9], 

Energy [10, 11], energy carrier [12], protection [13], 

etc. 

The mathematical modelling for meta-heuristic 

search process is difficult [14]. Population-based 

methods are derived from social interactions among 

a typical set of society members [15]. Besides, 

heuristic search algorithms are formed by nature as 

well as physical and biological inspirations. Unlike 

classical methods, heuristic search methods use 

search space in a random though parallel mode. 

Another noteworthy difference between classical and 

heuristic methods is that the latter did not use the 

space gradient information. Most heuristic 

algorithms merely use objective function to navigate 

the search. However, they are able to achieve the 

optimal results. Indeed, the members’ behaviour can 

internally organize the system by forming some 

properties/features like the positive feedback, 

negative feedback, inter-search balance, efficiency, 
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and multiple interactions. The mentioned process is 

called self-organization [16, 17]. 

1.2 Contribution 

Hitherto, many algorithms have been designed by 

researchers in physics-based, swarm-based, and 

evolutionary-based algorithms that are used in 

various scientific fields. Since players try to attain a 

target called victory in various group and individual 

games, the rules of these games are also very useful 

to design new optimization algorithms. 

In this paper, a new game-based algorithm called 

Hide Objects Game Optimization is proposed that 

used in designing quasi-optimization algorithms. In 

the proposed algorithm, rules governing the game, 

the members’ influence on each other, and the 

coach’s influence on members are used to design a 

quasi-optimization algorithm known as Hide Objects 

Game Optimization (HOGO) algorithm. Although 

many optimization algorithms face with setting of 

multiple control parameters, the lack of control 

parameters is the important strong point of HOGO. 

1.3 Paper structure  

A brief history of the heuristics-based quasi-

optimization methods is given in section 2.  The 

proposed Hide Objects Game Optimization (HOGO) 

algorithm is presented in Section 3. Properties of the 

proposed algorithm are explained in section 4. 

Experimental results are mentioned in section 5. 

Conclusions are drawn in section 6. 

2. Related works 

The most commonly algorithms are Genetic 

algorithm (GA) [18], Simulated Annealing (SA) [19], 

Harmony Search (HS) [20], Artificial Immune 

System (AIS) [21], Ant Colony Optimization (ACO) 

[22] and Particle Swarm Optimization (PSO) [23]. 

GA which is derived from the genetic law and 

reproduction is indeed based on the Darwin’s theory 

[24]. SA is based on the process of cooling metals 

during metallurgy [19]. HS is an algorithm that 

imitates the melody improving process by the 

composer while composing [25]. AIS is inspired by 

the human body’s biological system [21]. ACO 

simulates behaviour of ants while searching food [22]. 

PSO is derived from the birds’ social behaviour while 

immigrating [26]. 

Physics-based algorithm have been developed 

using the rules of physics. Some of this kind of  

algorithms are: Spring Search Algorithm (SSA) [27] 

Inspired by Hooke's law, Gravitation Search 

Algorithm (GSA) [28] based on gravitational gravity 

force, Charged System Search (CSS) [29] based on 

some principles from physics and mechanics which 

each agent is a Charged Particle, Galaxy-based 

Search Algorithm (GbSA) [30] based on spiral arm 

of spiral galaxies, Curved Space Optimization (CSO) 

[31] based on transformation of a random search 

space into a new search space based on concepts of 

space-time curvature in general relativity theory, Ray 

Optimization (RO) [32] algorithm based on the 

Snell’s light refraction law, Artificial Chemical 

Reaction Optimization Algorithm (ACROA) [33] 

based on chemical reactions possess, Small World 

Optimization Algorithm (SWOA) [34] based on 

mechanism of small-world phenomenon, and Black 

Hole (BH) [35] based on black hole phenomenon.  

Evolutionary-based algorithms have been 

involved evolutionary of a population in order to 

create new generations of genetically superior 

individuals are presented [36]. Genetic Algorithm 

(GA) [18], Differential Evolution (DE) [37], 

Evolution Strategy (ES) [38], Genetic Programming 

(GP) [39], and Biogeography-based Optimizer 

(BBO) [40] are part of this group of algorithms. 

Swarm-based algorithms is inspired from the 

natural processes of plants, foraging behaviors of 

insects and social behaviors of animals. Some of 

these are Particle Swarm Optimization (PSO) [23], 

Ant Colony Optimization (ACO) [41], Artificial Bee 

Colony (ABC) [42], Bat-inspired Algorithm (BA) 

[43], Spotted Hyena Optimizer (SHO) [44], Cuckoo 

Search (CS) [45], Emperor Penguin Optimizer (EPO) 

[46], Grey Wolf Optimizer (GWO) [47], ‘Following’ 

Optimization Algorithm (FOA) [48], Orientation 

Search Algorithm (OSA) [49, 50], Group 

Optimization (GO) [51], Dice Game Optimizer 

(DGO) [52], Donkey Theorem Optimization (DTO) 

[53], Shell Game Optimization (SGO) [54], and 

Grasshopper Optimization Algorithm (GOA) [55].  

In their performance structure, all the above-

mentioned algorithms have used a kind of statistical 

property and randomized phenomena, which exist in 

nature. In some other central force optimizations, 

which are indeed the universal gravity law metaphors, 

these random phenomena are not used and it is said 

that algorithms like these have the certainty property 

[56]. 

3. Hide objects game 

The hide objects game is an old game. In detail, 

at first, the coach gives an object to players; then, 

players known as searchers go out of the game field 

till the coach hides the object; after that, players 

return to the field and search while the coach tries to 

guide them by making sound/voice in that the voice 

https://www.sciencedirect.com/topics/computer-science/black-hole
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gets louder when any player comes closer to the 

object and it gets lower when any player goes farther 

from the object. 

In this game, any player must notice the following 

points: 

 pay attention to the voices made by the coach for 

players 

 get closer to the best player for whom the coach 

made the loudest voice 

 take influence from the voices made by the coach 

for other players 

 compare the new voice after a move with the old 

voice before the move and return back in case the 

voice gets lower. 

4. Hide objects game optimization 

HOGO is defined in two general steps: 1- forming 

a time discrete artificial system in the problem space, 

the initial positioning of members, determining the 

governing laws and arranging parameters, 2- passing 

the time untill arriving at the stop time. 

4.1 Making the system, determining the laws and 

arranging parameters 

Imagine the system as a set of ‘m’ players. The 

location of each player is a point in the space where 

it is a solution to the optimization problem. In Eq. (1) 

the d dimension location of the i-th player is shown 

as 𝑥𝑖
𝑑. 

 

(1) 𝑋𝑖 = (𝑥𝑖
1, … , 𝑥𝑖

𝑑 , … , 𝑥𝑖
𝑛) 

 

At first, the initial location of these game players 

is made randomly on the game field. These players 

move towards the hidden object based on the laws 

that govern the game.  

In this algorithm, the locations of the best and the 

worst players are shown as 𝑝𝑙𝑎𝑦𝑒𝑟𝑏𝑒𝑠𝑡  and 

𝑝𝑙𝑎𝑦𝑒𝑟𝑤𝑜𝑟𝑠𝑡, respectively. These locations are shown 

in Eqs. (2) and (3).  

 

(2) 
𝑝𝑙𝑎𝑦𝑒𝑟𝑏𝑒𝑠𝑡 = 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 min(𝑓𝑖𝑡𝑗) 

𝑗 ∊ {1:𝑁} 

(3) 
𝑝𝑙𝑎𝑦𝑒𝑟𝑤𝑜𝑟𝑠𝑡 = 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 𝑜𝑓max(𝑓𝑖𝑡𝑗) 

𝑗 ∊ {1:𝑁} 

In these relations, 𝑓𝑖𝑡𝑗  shows the value of the 

objective function member j and N shows the number 

of players. As mentioned in section 3, while playing 

HOGO, each player must take 4 points into account: 

 paying attention to the voices made by the coach 

for players 

To simulate the voices made by the coach, an 

objective function has been used. This means that any 

player with the better location is more suitable and 

accordingly he/she receives a louder voice. the voice 

made by the coach, is normalized and then it is 

computed using Eq. (4). 

 

(4) 𝑉𝑜𝑖𝑐𝑒𝑖 =
𝑓𝑖𝑡𝑖 − 𝑓𝑖𝑡 (𝑝𝑙𝑎𝑦𝑒𝑟𝑤𝑜𝑟𝑠𝑡)

∑ [𝑓𝑖𝑡𝑗 −  𝑓𝑖𝑡 (𝑝𝑙𝑎𝑦𝑒𝑟𝑤𝑜𝑟𝑠𝑡)]
𝑁
𝑗=1

 

 

Here, 𝑉𝑜𝑖𝑐𝑒𝑖  is a voice made by the coach for 

member ‘i’. The accumulation possibility of this 

voice is computed based on Eq. (5).  

 

(5) 𝑃𝑖 =
𝑉𝑜𝑖𝑐𝑒𝑖

∑ 𝑉𝑜𝑖𝑐𝑒𝑗
𝑁
𝑗=1

 

 

 getting closer to the best player for whom the 

coach made the loudest voice 

In this game concerning the loudness of the voice, 

any player tries to guide his/her direction to the player 

for whom the coach made the loudest voice. This 

strategy is simulated based on Eq. (6). 

 

(6) 𝑑𝑋1
𝑗,𝑑
=  𝑝𝑙𝑎𝑦𝑒𝑟𝑏𝑒𝑠𝑡

𝑑 −  𝑋0
𝑗,𝑑

 

Here, 𝑑𝑋1
𝑗,𝑑

 shows the movement value of the j 

member’s d-th dimension towards the best player 

location, and  𝑋0
𝑗,𝑑

represents the initial location of the 

j member’s d-th dimension. 

 

 Receding from the worst player for whom the 

coach made the lowest voice 

In this strategy, players try to move away from 

the player who has the worst location and the lowest 

voice. This movement is shown in Eq. (7).  

 

(7) 𝑑𝑋2
𝑗,𝑑
=  𝑋0

𝑗,𝑑
−  𝑝𝑙𝑎𝑦𝑒𝑟𝑤𝑜𝑟𝑠𝑡

𝑑  

 

Here, 𝑑𝑋2
𝑗,𝑑

 shows the movement value of the j 

member’s d-th dimension from the worst player 

location.   

 

 Taking influence from the voices made by the 

coach for other players 

Rather than the best and the worst players, each 

player of this game tries to take the best advantage of 

other players’ locations. Here, each player assesses 
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the loudness of the voices made for other players and 

moves toward or away from the others by comparing 

the loudness of voices. To simulate this strategy, the 

roulette wheel operator is used. Therefore, the 

possible accumulation function computed in Eq. (5) 

is used to determine the influential player. Eq. (8) 

shows the movement value suitable for this strategy. 

 

(8) 𝑑𝑋3
𝑗,𝑑
= {

 𝑋0
𝑗,𝑑
−  𝑋0

𝑠𝑒𝑙𝑒𝑐𝑡,𝑑        𝑃𝑗 > 𝑃𝑠𝑒𝑙𝑒𝑐𝑡

𝑋0
𝑠𝑒𝑙𝑒𝑐𝑡,𝑑 −  𝑋0

𝑗,𝑑
           𝑒𝑙𝑠𝑒 

 

 

Here, 𝑑𝑋3
𝑗,𝑑

 shows the d-th dimension movement 

of member j that is suitable for the chosen influential 

player’s location, 𝑋0
𝑠𝑒𝑙𝑒𝑐𝑡,𝑑

 is the d-th dimension 

location, and 𝑃𝑠𝑒𝑙𝑒𝑐𝑡 is the possible accumulation of 

the chosen influential player and 𝑃𝑗  manifests 

member j’s  possible accumulation. Now, 𝑋′
𝑗,𝑑

 is the 

new initial location of the j member’s d-th dimension 

that is calculated based on Eq. (9). here, 𝑟1, 𝑟2, and 𝑟3 

are random numbers with normal distributions in 
[0 − 1] span. 

 

(9) 
𝑋′

𝑗,𝑑
=  𝑋0

𝑗,𝑑
+ 𝑟1 × 𝑑𝑋

𝑗,𝑑
1 + 𝑟2 × 𝑑𝑋

𝑗,𝑑
2

+ 𝑟3 × 𝑑𝑋
𝑗,𝑑

3 

 Comparing the new voice after the move with the 

voice prior to the move and return back in case 

the voice gets lower 

In this strategy, the player is temporarily placed 

on location 𝑋𝑗 based on Eq. (9). In this state suitable 

to the location, the coach makes a new sound as 

voicej for the player. Here, it is the player who 

decides where he/she must stand by comparing the 

new and the old voice of the coach. This means that 

the player stands in the new location if the new voice 

is higher than the old one. Otherwise, the player must 

return back to his/her previous location though this 

return may not be fulfilled since he/she exit the 

previous location.  Accordingly, based on Eq. (10), 

he/she may be on a random location around the 

previous 𝑋𝑗  location and rand is random numbers 

with normal distributions in [0 − 1]  span. This 

strategy is well determined in Eq. (11). 

 

(10) 𝑋′′
𝑗,𝑑
= (0.9 + 0.2 × 𝑟𝑎𝑛𝑑) ×  𝑋0

𝑗,𝑑
 

(11) 𝑋𝑗 = 

{
 
 

 
 𝑋′

𝑗
           𝑉𝑜𝑖𝑐𝑒′

𝑗
> 𝑉𝑜𝑖𝑐𝑒𝑗

 𝑋0
𝑗,𝑑
                   

𝑉𝑜𝑖𝑐𝑒𝑗

max (𝑉𝑜𝑖𝑐𝑒)
> 0.5

𝑋′′
𝑗
                                      𝑒𝑙𝑠𝑒

 

4.2 Passing the time and updating parameters 

At the beginning of forming the system, any 

player is randomly placed in any location of the game. 

At any moment of time, players’ locations are 

assessed and then their dislocations are measured 

based on Eqs. (1) to (11). The stop condition can be 

determined after the passing of a distinct period of 

time. Different steps of the HOGO algorithm are as 

follows: 

 

1. Determining the system atmosphere/space and 

the initial quantifying  

2. Initial locating of players 

3. Assessing players 

4. Determining the voice for each player by the 

coach 

5. Updating the locations of the best and the worst 

players 

6. Updating the players’ locations 

7. Repeating steps 3 to 6 till the stop condition is 

satisfied 

8. Finishing 

The flowchart of HOGO is shown in Fig. 1. 

 

Figure. 1 Hide Object Game Optimization (HOGO) 

flowchart 

 

Generating the initial population 

Assessing and normalizing  

the fitness of each object 

Determining the voice for each player 

Updating the locations of the best  

and the worst players 

Updating the players’ locations 

If the stop condition 

is observed? 

The best answer must be reported 

The parametric definition of the problem 

No 

Yes 
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5. Experimental results 

Performance of the HOGO is assessed by using 

23 benchmark test functions [57]. 

5.1 Algorithms used for comparison 

Performance of the HOGO is compared with the 

following eight optimization algorithms: Genetic 

Algorithm (GA) [24], Particle Swarm Optimization 

(PSO) [58], Gravitational Search Algorithm (GSA) 

[28], Teaching Learning Based Optimization 

(TLBO) [59], Grey Wolf Optimizer (GWO) [47], 

Grasshopper Optimization Algorithm (GOA) [55], 

Spotted Hyena Optimizer (SHO) [44], and Emperor 

Penguin Optimizer (EPO) [46]. 

 

• Genetic Algorithm (GA) [24]: GA is based on 

the survival of the highest and the natural 

selection of genetic science and Darwin 

evolutions. 

• Particle Swarm Optimization (PSO) [58]: PSO 

is a swarm-based algorithm which simulated the 

movement of the bird group as part of a 

sociological study that studies the concept of 

collective intelligence in the biological 

community. 

• Gravitational Search Algorithm (GSA) [28]: 

GSA is inspired by law of gravity that its search 

agents are a set of objects that can be thought as 

planets of a system. 

• Teaching Learning Based Optimization 

(TLBO) [59]: TLBO is based on the two phases 

of teaching and learning. The first stage involves 

teacher-learning, and the second stage involves 

learning from one another. 

• Grey Wolf Optimizer (GWO) [47]: GWO is an 

algorithm based on nature and social behavior of 

the wolf during hunting. 

• Grasshopper Optimization Algorithm (GOA) 

[55]: GOA is a nature-inspired algorithm that 

imitates and simulates the behavior of 

grasshoppers in the nature and the swarm 

movement of grasshoppers toward food sources. 

• Spotted Hyena Optimizer (SHO) [44]: SHO is 

inspired by the behavior of spotted hyenas. The 

main concept behind this algorithm is the social 

relationship between spotted hyenas and their 

collaborative behavior. 

• Emperor Penguin Optimizer (EPO) [46]: EPO 

is a swarm-based algorithm which simulates the 

behavior of the emperor's penguins. 

5.2 Evaluation of unimodal test function with high 

dimensions 

Functions F1 to F7 are unimodal. The mean results 

of 20 times of the algorithm’s independent running, 

are shown in Table 1. These results show that the 

proposed HOGO has a better performance in all F1 to 

F7 functions than other algorithms. 

5.3 Evaluation of multimodal test functions with 

high dimensions 

In multimodal functions of F8 to F13, by 

increasing the function dimensions, the number of 

local responses is increased exponentially. Therefore, 

arriving at the minimum response of these functions 

is hardly possible. In these types of functions, 

arriving at a response close to the ideal response 

represents the algorithm’s high power in passing 

through the local wrong responses. Results gained 

from assessing F8 to F13 after 20 times running of 

HOGO and other algorithms are shown in Table 2.  In 

all these functions, HOGO shows a better 

performance. 

5.4 Evaluation of multimodal test functions with 

low dimensions 

Functions F14 to F23 have both low dimensions 

and low local responses. Results obtained from 20 

times running of HOGO and other algorithm, are 

shown in Table 3. These results represent the suitable 

performance of HOGO in relation to other algorithms. 

5.5 Properties of the proposed algorithm 

In optimization, two functions are introduced as 

exploration and exploitation. In exploration, any 

optimization algorithm must be well able to search 

the whole problem space and this search must not be 

limited to some locations. In exploitation, the 

algorithm’s ability in exploring optimal locations is 

the focus. In population-based algorithms, during the 

initial times of running the algorithm, a 

comprehensive search of the space is needed and 

along with the initial repetition, the algorithm must 

search the space as best as possible. However, as time 

passes the algorithm’s ability is better revealed and 

the algorithm must locate optimal points concerning 

the population’s findings [60]. 

Concerning the suitable number of members, the 

above algorithm can well search the problem space. 

The proposed strategy to improve and hasten the 

algorithm’s search ability is the influence of players’ 

dislocations strategy on each other. The mentioned 

strategy is controlled by Eq. (11). During the initial 

https://www.sciencedirect.com/science/article/pii/S0010448510002484
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iterations of this algorithm, the problem still needs 

the proper search though as time passes, the 

population arrives at better results. 

 In any iteration of the algorithm, players are 

influenced by each other concerning the loud voice 

receiver, the low voice receiver and other players. 

During initial iterations, the search space is well 

analysed not to put the algorithm in the local 

optimum. Since it is known that, after passing of 

sometime, players aggregate around better locations 

and since it is necessary to search the space more 

precisely with smaller steps, the players’ influence on 

each other is decreased as time passes. Therefore, 

players are supposed to go to better locations as time 

passes. 

Note that the computational complexity of the 

propose method is of O(nmt) where n is the number 

of solutions, m is the number of variables (dimension), 

and t shows the number of iterations. Therefore, the 

method can be considered as a computationally cheap 

method as compared to other meta-heuristics. 

6. Conclusion 

Heuristics based algorithms have been widely 

used recently for optimization purposes. Most of 

these algorithms are formulated by taking inspiration 

from physical processes or living beings’ behaviour. 

In this article, a new optimization algorithm, known 

as the hide objects game optimization (HOGO), is 

proposed. HOGO is introduced based on laws 

governing a game. In this game, players try to find 

the hidden object by taking the impression both from 

the coach and from each other. Two benchmark suites 

have been used to assess the proposed algorithm. On 

23 benchmark test function HOGO and eight 

additional optimization algorithms were evaluated. 

HOGO performs well compared to GA, PSO, GSA, 

TLBO, GWO, GOA, SHO and EPO, according to the 

results. Based on the results achieved for HOGO and 

other mentioned optimization algorithms, it has been 

demonstrated that HOGO can very efficiently 

manage various kinds of restrictions and provides 

better solutions. Results obtained from running 

HOGO show that it performs very satisfactorily for 

all criterion functions. 

In future works, the authors propose several ideas for 

study. One may create a binary variant of HOGO as 

an important potential contribution. HOGO may also 

be used to overcome many-objective real-life 

optimization as well as multi-objective problems. 
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