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Abstract: This research studied the use of sensors in an electronic-nose (e-nose) system to select the most efficient 

features to detect three classes of data signals. The data signals were collected from sensors that were assembled 

specifically for recognition of meat types. The development of e-noses has been the subject of many researches. 

However, researchers tend to install multiple sensors without optimizing their utilization, leading to higher costs. This 

research proposes three significant contributions to optimize the number of sensors to be used in e-noses, i.e. (i) tuning 

the threshold of the correlation coefficient; (ii) obtaining significant features by determining the optimal threshold of 

independent features; (iii) optimizing efficiency by considering the significant features and the accuracy of the results. 

The proposed efficiency method suggested that the number of sensors in the system could be reduced from 10 to 5. 

The optimal threshold suggested that 12 out of 20 features were correlated to each other. The highest accuracy obtained 

in this research was 92% for three classes of meats. 
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1. Introduction 

Electronic noses (e-noses) to identify various 

food smells have been widely studied by researchers. 

The e-nose is an electronic instrument that has the 

ability to emulate the human nose in detecting smells. 

This tool can be used in many fields, for example in 

biomedicine for detecting diabetes [1–3], in the food-

industry [4–6], for environmental monitoring [7], in 

agriculture [8], for detecting mixtures of food 

ingredients [9, 10], and detecting the methane gas 

content of chili [11]. An e-nose consists of a non-

selective chemical gas sensor array to capture and 

transform smell into electric signals or sensor 

responses. E-noses produce electric signals that 

represent the overlapping aromas that are captured by 

the sensors with different sensitivities [12]. The 

sensors create specific patterns from which different 

smells can be identified. These patterns are not only 

identified by analyzing them quantitatively [13]; 

pattern recognition can be used for further analysis. 

Once the patterns have been determined, the 

sensor array can be used to test samples. If a sensor 

produces the same value as the free-air value it is 

possible to eliminate it, which can increase the 

efficiency of the e-nose system. Up until now many 

researchers still put all types of sensors into the 

system based on the assumption that using more 

sensors produces better results. However, this is 

inefficient, for instance due to higher investment 

costs, unresponsiveness of some sensors, and more 

expensive processing. System efficiency is a 

challenge in any industry [14] and obviously it is 

commercially advantageous to cut down the 

production cost as much as possible [15]. Precise 

analysis at lower cost is a selling point that can attract 

customers. 

This paper proposes an efficiency method for 

making e-noses more efficient by generating a 

significance threshold to determine which sensors 

have no correlation with other sensors. A lower 

correlation value can reduce the number of sensors. 

After the threshold value has been obtained, the 
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significant features can be determined using category 

samples. Once the combination of significant features 

has been determined, a cost factor is used as a 

comparative variable to achieve the most efficient 

and accurate combination of sensors. This method is 

expected to produce better analysis at lower cost. 

This research provides three significant 

contributions, i.e. (i) tuning the threshold of the 

correlation coefficient; (ii) obtaining significant 

features by determining the optimal threshold for 

independent features; (iii) optimizing efficiency by 

considering the significant features and the accuracy 

of the results. This paper is organized into the 

following sections: Section 2 explains previous 

works related to the subject. Section 3 explains the 

details of the proposed method used in the experiment 

and the three contributions of this research. Section 4 

describes the results of the experiment. Section 5 is 

the evaluation. The final section contains the 

conclusion of this paper. 

2. Related literature 

Up until now, putting all types of sensors into an 

e-nose system is still done by researchers without 

considering the efficiency of sensor usage. They 

overlook the usage of features, which is necessary to 

produce significant results efficiently. They use the 

raw signal data and classify them immediately with 

various classifier methods. This can be avoided by 

first determining which features have a significant 

impact on differentiating each class. 

Different researches utilize e-noses in different 

ways, for instance to classify peaches with four peach 

growth classes using 13 MOS sensors [16]. Another 

research detected the freshness of meat with very 

high accuracy by using 10 sensors [17]. This 

approach is very helpful in some cases, but the cost is 

very high.  

In [16], the Pearson correlation was used to 

determine the relationship between the variables and 

their classes. The correlation coefficient, or Pearson’s 

correlation, is an analysis technique to measure the 

strength of the relationship between two or more 

variables [18]. Variables have a relationship when 

other variables are affected when one variable is 

changed. In 1998, Cohen applied effect size to the 

strength of correlation relationship. Effect size 

indicates whether the correlation between two 

variables is strong or weak, as can be seen in Table 1. 

The closer the value of 𝑟 (correlation coefficient) to 

1, the stronger the correlation, whereas the 

correlation is weaker when 𝑟  is closer to 0. If the 

value of 𝑟 is positive, the value of 𝑥 is above average, 

 

Table 1. Effect size of correlation relationship strength 

Coefficients Relationship strength 

0.00 No relationship 

0.01 – 0.09 Very Weak 

0.10 – 0.29 Weak 

0.30 – 0.49 Moderate 

0.50 – 0.69 Strong 

0.70 – 0.89 Very Strong 

 0.90 Near Perfect 

 

and the value of 𝑦 is above the average of 𝑦, the same 

direction is indicated. 

Whereas if the value of 𝑟 is negative, the value of 

𝑥  is above average and the value of 𝑦  is below 

average. 

 

𝐶𝑜𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒(𝑐𝑜𝑣) =
 ∑ (𝑥𝑖−�̅�)𝑛

𝑖=1 (𝑦𝑖−�̅�)

𝑛−1
 (1) 

 

𝑃𝑒𝑎𝑟𝑠𝑜𝑛𝐶𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛(𝑟) =  
𝐶𝑜𝑣(𝑥,𝑦)

𝑆𝑥𝑆𝑦
  (2) 

 

𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑡𝐷𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛(𝑆𝑥) =  √
∑(𝑥𝑖−�̅�)2

𝑛−1
 (3) 

 

𝑆𝑥, 𝑆𝑦 are the standard deviations of variables 𝑥 and 

𝑦, 𝑛, 𝑦𝑖 are sample size. Individual sample points are 

indexed with 𝑖. �̅� =  
1

𝑛
∑ 𝑥𝑖

𝑛
𝑖=1  In general, the Pearson 

correlation is used to calculate the correlation 

between independent features and dependent features 

[19]. 

3. Proposed methods 

3.1 Tuning the threshold of the correlation 

coefficient 

The correlation coefficient plays an important role in 

measuring the correlation between features. 

Therefore, a correlation coefficient threshold is 

needed as a reference to understand the purpose of 

using the features. In this research, a feature is highly 

correlated with another feature if the relationship 

strength is close to 1. It does not have a correlation 

when the effect size (𝑟) is close to 0, which means it 

can be replaced by another feature. The method 

proposed in this paper is explained in Fig. 1. We took 

a different approach by calculating the correlation 

between dependent features and other dependent 

features using Pearson’s correlation. The resulting 

correlation value generates a threshold value. The 

first threshold value is calculated using Eq. (4) 

threshold. The first threshold uses algorithm of the Eq. 

(4). 

 



Received:  July 3, 2019                                                                                                                                                        83 

International Journal of Intelligent Engineering and Systems, Vol.12, No.6, 2019           DOI: 10.22266/ijies2019.1231.08 

 

Figure. 1 An overview of the proposed method  
 

 

𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 = 1 − 0.05  (4) 

 

The resulting threshold value is 𝑟 ≥  0.95. The 

following steps are executed: a) find features that 

have a value of 𝑟 more than or equal to 0.95, b) select 

a number of features, c) check the sensors from the 

selected features, d) if the number of uncorrelated 

sensors remains the same as the number of initial 

sensors, use Eq. (5) to calculate the second threshold 

(𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑(𝑛 = 2)). 

 

𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑(𝑛) = 𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑(𝑛 − 1) − 0.05   (5) 

 

The steps that follow are the same as for the first 

threshold, the only difference is that the second 

threshold value is used. Iteration of the threshold 

tuning algorithm will be stopped when a strong 

correlation relationship is reached, i.e. close to 1. A 

new tuning threshold is calculated with 𝑇(𝑛) =
𝑇(𝑛 − 1) − 0.05. 𝑇(𝑛) is the new threshold as long 

as the combination of all features is not found, where 

𝑇(𝑛 − 1)is the previous threshold. 

3.2 Obtaining significant features by determining 

the optimal threshold of independent features 

All features and sensors are the main input for 

Pearson’s correlation. The coefficient correlation is 

calculated with Label(Y), i.e. the independent 

features. The method proposed in this research 

calculates the coefficient correlation between each 

dependent feature and the other dependent features. 

This process aims to filter out features that yield a 

significant result. After the number of dependent 

features has been reduced by tuning the threshold, the 

coefficient correlation with the independent features, 

Label(Y), is calculated. 

3.3 Optimizing efficiency by considering 

significant features and result accuracy  

The main concern in this research was whether 

the utilization of sensors and features is efficient 

based on a specific cost allocation. This research used 

a cost factor to ensure that the expenses are as low as 

possible and optimal analysis performance is 

provided. For calculating the error value, this 

research proposes Eq. (6). 

 

𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 = (1 − 𝐴𝑐𝑐)  × 𝑉𝑐 (6) 

 

where 𝐴𝑐𝑐, 𝑉𝑐 are the accuracy value and the variable 

cost. The value of 1 − 𝐴𝑐𝑐 is the error value. 

4. Result and discussion 

4.1 Data acquisition 

An e-nose system was built to detect different 

meats bought at the market using an Arduino Uno 

microcontroller. The system passed several tests, 

examining both the hardware and the software 

components as well as calibrating the system step by 

step. The overall system configuration can be seen in  
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Figure. 2 E-nose system built for this research  

 

Fig. 2 The e-nose system was connected to a 

computer to operate the e-nose sensor array and 

process the output of the system. The e-nose had 

several metal dioxide sensors, assembled in one unit 

connected to a single microcontroller. This assembly 

consisted of nine sensors and 10 output signals, i.e. 

TGS 822, TGS 2612, TGS 2620, TGS 832, TGS 826, 

TGS 2603, TGS 2600, TGS 813, and a temperature 

and humidity output sensor (DHT 21). Each sensor 

can identify specific gases, as shown in Table 2.   

The e-nose system executes three processes: 

flushing, sensing, and cleaning. Each process has a 

specific execution time, such as 60 seconds for 

flushing, 120 seconds for sensing, and 180 seconds 

for cleaning. This research used three kinds of meat, 

i.e. pork (Class 1), chicken (Class 2), and beef (Class 

3). During one month, fresh meat was purchased 

every day to ensure that the samples were in good 

condition. 

 
Table 2. Sensors and measured gas contents used in the e-

nose system 

Sensor Measured Gas Contents 

TGS 822 
Ethanol, Acetone, Methane, CO, 

isobutane, n- Hexane, Benzene 

TGS 2612 Methane, Propane, isobutane, Ethanol 

TGS 2620 
Ethanol, Hydrogen, isobutane, CO, 

Methane 

TGS 832 R22, R12, R134a, Ethanol 

TGS 826 
Ammonia, Ethanol, isobutane, 

Hydrogen 

TGS 2603 
Ethanol, Hydrogen, Methyl mercaptan, 

Trimethyl amine, H2S 

TGS 2600 
CO, isobutane, Ethanol, Hydrogen, 

Methane 

TGS 813 
Methane, Propane, isobutane, 

Hydrogen, CO, Ethanol 

DHT 21 Temperature, Humidity 

 

(a)  

(b)  

(c)  

Figure. 3 Signal responses from the ten sensors of e-nose 

system: (a) raw signal of pork sample, (b) raw signal of 

chicken sample, and (c) raw signal of beef sample 

 

There were 250 data samples, consisting of 109 

chicken samples, 80 pork samples, and 61 beef 

samples. Each sample was placed in a beaker glass 

that was connected to a vacuum pump, moving the 

smell of the meat through the sensor chamber. All 

samples were tested using the e-nose, with the 
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Figure. 4 Feature of correlation value with the resulted feature using Pearson  

 

 

sensors being configured every 0.1 seconds. The e-

nose captured the signal response, which was sent to 

the Arduino microcontroller. The microcontroller 

converted the analogue value into a digital value, 

resulting in 3600 data rows for each sample. The 

results of the three class signals were converted to a 

single diagram, as shown in Fig. 3. After the data 

signal was stored, the next step was calculating the 

statistic parameter or feature extraction. The statistic 

parameter was counted using standard deviation and 

mean, which expanded the 10 rows of the data signals 

into 20 rows of data signals. The results of the 

statistic parameter calculation were analyzed to 

ascertain the correlation potential between one 

feature and another. This research used Pearson 

correlation to measure the correlation potential. The 

value between the correlation feature and the 

compared feature must be equal to 1.00.   

4.2 Result of optimized threshold for coefficient 

correlation between dependent features and 

dependent features 

This research used threshold tuning for the 

proposed correlation coefficient. The first threshold 

value was 𝑟 ≥  0.98 . After the threshold was 

provided, the correlation value in Fig. 4 was checked, 

which was 𝑟 ≥  0.98. Because a correlation value of 

0.98 indicates a near-perfect correlation feature, it 

cannot be replaced. This feature can be replaced with 

other features that have the same correlation potential. 

The first threshold in Table 3 provided no feature for 

selection, which means that no combination of 

features that correlated with each other was found. 

Next, the threshold was set to 𝑟 ≥  0.96. Similar to 

the procedure with the first threshold, a feature with 

a correlation value of 𝑟 ≥  0.96  could not be 

replaced with another feature. 
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Table 3. Summary of sequences of the features that cannot be replaced by other features 

Features Symbols 
Sensors 

T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 

Mean TGS 822 F0  x x x x x x x x x 

Stdv TGS 822 F1    x x x x x x x 

Mean TGS 2612 F2          x 

Stdv TGS 2612 F3        x x x 

Mean TGS 2620 F4 x x x x x x x x x x 

Stdv TGS 2620 F5 x x x x x x x x x x 

Mean TGS 832 F6  x x x x x x x x x 

Stdv TGS 832 F7 x x x x x x x x x x 

Mean TGS 826 F8   x x x x x x x x 

Stdv TGS 826 F9     x x x x x x 

Mean TGS 2603 F10       x x x x 

Stdv TGS 2603 F11  x x x x x x x x x 

Mean TGS 2600 F12 x x x x x x x x x x 

Stdv TGS 2600 F13 x x x x x x x x x x 

Mean TGS 813 F14      x x x x x 

Stdv TGS 813 F15        x x x 

Mean Temp F16      x x x x x 

Stdv Temp F17        x x x 

Mean Humid F18         x x 

Stdv Humid F19     x x x x x x 

 

 

In Table 4, F4, F5, F7, F12, F13 are non-

replaceable features when 3 sensors are used. The 

second threshold reduced the number of sensors by 7 

and reduced the number of features by 15, leaving 3 

sensors and 5 features. The threshold needed to be 

lowered again, reducing it to 𝑟 ≥  0.95. The third 

threshold produced 5 sensors and 8 features. The 

combination of features obtained was F0, F4, F5, F6, 

F7, F11, F12, and F13. As this research was expected 

to utilize both sensors and features efficiently with 

high accuracy, another threshold was needed. The 

fourth threshold was 𝑟 ≥  0.90, producing 6 sensors 

and 9 features. These features were F0, F4, F5, F6, 

F7, F8, F11, F12, and F13. The fifth threshold was 

𝑟 ≥  0.85, producing 6 sensors and 10 features. The 

sixth threshold was 𝑟 ≥  0.80, producing 7 sensors 

and 12 features. The seventh threshold was 𝑟 ≥
 0.75, producing 9 sensors and 14 features. Now, the 

threshold was nearly perfect because the combination 

of sensors consisted of 9 sensors. One more sensor 

combination was needed to achieve the target. The 

eighth threshold was 𝑟 ≥  0.70, producing 10 sensor 

and 15 features. The final step was obtaining 20 

combinations of features. The ninth threshold was 

𝑟 ≥  0.65, producing 10 sensors and 18 features. The 

tenth threshold was 𝑟 ≥  0.60, producing 10 sensors 

and 19 features. The tenth threshold was the final 

threshold, where all combinations of sensors and 

features had been obtained. 

This proposed method indicated a number of 

features that were significantly different from the 

other features, as shown in In Table 3. These features 

could not be replaced by other features. Features F4, 

F5, F7, F12 and F13 must be used with all thresholds. 

The ‘x’ symbol in Table 3 presents an initialization 

of a feature that cannot be replaced due to a high 

correlation value. 

4.3 Classification result of significant features 

with independent features 

After the final combination has been obtained, the 

next step is to test the correlation features with 

Label(Y) to ensure that the features are efficient and 

cannot be reduced any more. The accuracy of the last 

combination of features was calculated with 

Label(Y).   

This research used several classification methods 

to provide the parameters to support this process. 

There are several classification methods available for 

this process. We refer to the previous researches [12, 

20-25] for the selection of the classification method 

using 2 parameters, which are 𝐶 and gamma (). Both 

parameters are suitable for the support vector 

machine (SVM) method. The values for 𝐶  were 

0.001, 0.01, 0.1, 1, 5, 10, 100, and the values for 

gamma () were 0.001, 0.01, 0.1, 1, 5, 10, 100. K-

nearest neighbor (KNN) uses two parameters, 

namely number of neighbors and weighting method.  

 

 



Received:  July 3, 2019                                                                                                                                                        87 

International Journal of Intelligent Engineering and Systems, Vol.12, No.6, 2019           DOI: 10.22266/ijies2019.1231.08 

 

Table 4. Combination result of features and sensors from the threshold 

 

 

The values for number of neighbors were 1, 2, 3, 

4, 5, 6, 7, 8, 9, 10, and weighting method was 

‘distance’ or ‘uniform’. Multilayer perceptron 

(MLP) uses three parameters, namely activation, 

number of nodes in the hidden layer, and number of 

iterations. The activation models given are logistic, 

tanh, ReLu, and identity. The number of nodes in the 

hidden layer was 500 and the number of iterations 

was 10000. 

The data were divided into three data types before 

going into the classification process, which were 

training data, test data, and validation data. The 

distribution of the data used cross validation (cv) with 

the stratified K-fold method, and the number of folds 

given was 7. The program was configured to 

automatically find the best accuracy value from the 

classification method and the provided parameters. 

The classification results can be seen in Table 4. The 

resulting accuracy value was 0.920 with 9 sensors 

and 14 features. This is a very satisfying result for 

three classes. The highest accuracy from the result of 

the SVM classification method was produced with 𝐶 

= 10 and gamma () = 0.1. Although the result was 

satisfying, several sensors in the system were still not 

utilized efficiently. 

This study also compared another feature 

selection method, i.e. chi square. The threshold 

resulted from the proposed method is preferable 

compared with the results of the chi square method 

using the same classification method and the same 

treatment parameters. The results of chi square 

accuracy with RF, SVM, KNN, and MLP were 0.83, 

0.87, 0.85, 0.85, respectively. 

 

Threshold Sensor Usage Feature Usage 
Classifier 

RF SVM KNN MLP 

𝑟 ≥  0.98 0 sensor 0 feature; 0 0 0 0 

𝑟 ≥  0.96 
3 sensors: TGS 2600, TGS 

2620, TGS 832 

5 features: F4, F5, F7, F12, 

F13 
0.688 0.720 0.676 0.564 

𝑟 ≥  0.95 

5 sensors: TGS 2600, TGS 

2603, TGS 2620, TGS 822, 

TGS 832 

8 features: F0, F4, F5, F6, 

F7, F8, F11, F12, F13 
0.800 0.868 0.808 0.804 

𝑟 ≥  0.90 

6 sensors: TGS 2600, TGS 

2603, TGS 2620, TGS 822, 

TGS 826, TGS 832 

9 features: F0, F4, F5, F6, 

F7, F8, F11, F12, F13 
0.856 0.884 0.844 0.816 

𝑟 ≥  0.85 

6 sensors: TGS 2600, TGS 

2603, TGS 2620, TGS 822, 

TGS 826, TGS 832 

10 features: F0, F1, F4, F5, 

F6, F7, F8, F11, F12, F13 
0.868 0.892 0.844 0.832 

𝑟 ≥  0.80 

7 sensors: TGS 2600, TGS 

2603, TGS 2620, TGS 822, 

TGS 826, TGS 832, Humid 

12 features: F0, F1, F4, F5, 

F6, F7, F8, F9, F11, F12, 

F13, F19 

0.844 0.896 0.824 0.828 

𝑟 ≥  0.75 

9 sensors: TGS 2600, TGS 

2603, TGS 2620, TGS 822, 

TGS 826, TGS 832, Humid, 

TGS 813, Temp 

14 features: F0, F1, F4, F5, 

F6, F7, F8, F9, F11, F12, 

F13, F14, F16, F19 

0.836 0.920 0.860 0.900 

𝑟 ≥  0.70 

9 sensors: TGS 2600, TGS 

2603, TGS 2620, TGS 822, 

TGS 826, TGS 832, Humid, 

TGS 813, Temp 

15 features: F0, F1, F4, F5, 

F6, F7, F8, F9, F10, F11, 

F12, F13, F14, F16, F19 

0.852 0.920 0.876 0.888 

𝑟 ≥  0.65 

10 sensors: TGS 2600, TGS 

2603, TGS 2620, TGS 822, 

TGS 826, TGS 832, Humid, 

TGS 813, Temp, TGS 2612 

18 features: F0, F1, F3, F4, 

F5, F6, F7, F8, F9, F10, 

F11, F12, F13, F14, F15, 

F16, F17, F19 

0.864 0.904 0.884 0.876 

𝑟 ≥  0.60 

10 sensors: TGS 2600, TGS 

2603, TGS 2620, TGS 822, 

TGS 826, TGS 832, Humid, 

TGS 813, Temp, TGS 2612 

19 features: F0, F1, F3, F4, 

F5, F6, F7, F8, F9, F10, 

F11, F12, F13, F14, F15, 

F16, F17, F18, F19 

0.868 0.904 0.876 0.888 

𝑟 ≥  0.50 

10 sensors: TGS 2600, TGS 

2603, TGS 2620, TGS 822, 

TGS 826, TGS 832, Humid, 

TGS 813, Temp, TGS 2612 

20 features: F0, F1, F2, F3, 

F4, F5, F6, F7, F8, F9, 

F10, F11, F12, F13, F14, 

F15, F16, F17, F18, F19 

0.848 0.900 0.868 0.876 
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Table 5. Efficiency calculation result 

Mod-

el 

Number of 

Feature and 

Sensor 

Accuracy 
Total 

Prices 
Efficiency 

1 
0 sensor, 0 

feature 
0 0 0 

2 
5 sensors, 3 

features 
0.720 1115400 312312 

3 
8 sensors, 5 

features 
0.868 1797200 237230 

4 
6 sensors, 9 

features 
0.884 3382300 392346 

5 
6 sensors, 10 

features 
0.892 3382300 365288 

6 
7 sensors, 12 

features 
0.896 3482300 362159 

7 
9 sensors, 14 

features 
0.920 3802300 304184 

8 
9 sensors, 15 

features 
0.920 3802300 304184 

9 
10 sensors, 

18 features 
0.904 4233700 406435 

10 
10 sensors, 

19 features 
0.904 4233700 406435 

11 
10 sensors, 

20 features 
0.900 4233700 406435 

4.4 Optimizing efficiency by considering the 

significant features and the accuracy of the results 

To achieve efficiency of sensor usage, Eq. (6) was 

used to detect the three classes, i.e. beef, chicken, and 

pork. Table 5 shows that the threshold initialized the 

model.  

As for the sensor prices: Sensor TGS 822, TGS 

2612, TGS 2620, TGS 832, TGS 826, TGS 2603, 

TGS 2600, TGS 813 cost 382,500 (Indonesian 

Rupiah) IDR, 431,400 IDR, 360,600 IDR, 477,000 

IDR, 1,585,100 IDR, 299,300 IDR, 277,800 IDR, 

220,000 IDR, and 200,000 IDR respectively [26–30]. 

The column in Table 5 shows the sum of the sensor 

prices for each model. The value of efficiency was 

calculated using Eq. (6); the lowest value is the best 

one. If the lowest value of efficiency is more than one, 

then the model with the lowest number of sensors will 

be chosen. The model with the lowest efficiency 

value will be chosen, which was model 3. Models 3, 

7, 8, 2, 5, 6, 9, 10, and 11 were sorted based on the 

efficiency value, which can be used as 

recommendation for further research 

5. Evaluation 

A confusion matrix is commonly used to test the 

performance of a classification method. It visualizes 

a table of comparison between the predicted class and 

the actual class. In this study, the confusion matrix 

 

 

Figure. 5 Result of confusion matrix for classification 

meat from the market 

 

stores classification information for chicken, pork, 

and beef produced by SVM. The SVM confusion 

matrix in Fig. 5 shows 119 data for chicken, out of 

which 105 actual data were predicted as chicken, beef 

was predicted in 13 data. For pork, 79 out of 82 data 

were predicted correctly and for beef, 46 out of 50 

data were predicted correctly, while the other 4 data 

were predicted incorrectly. 

Hence, we can obtain various indicators, such as 

accuracy, precision, and recall in order to indicate the 

performance of the classifier [31], as can be seen in 

Table 6. For additional analysis, the classification 

result of SVM is divided into true positive rate (TPR), 

false negative rate (FNR), true negative rate (TNR), 

and false positive rate (FPR), as summarized in Table 

7. 

Some researches did not calculate these values [6, 

16, 32, 33], which could actually improve 

performance measurement. SVM produced an 

average TPR and TNR of 92% and 96%, as can be 

seen in Table 7. SVM achieved low FNR and FPR, 

i.e. 0.08% and 0.04% respectively. These results 

show that SVM performed well recognizing the 

classes of meat. 

 
Table 6. Classifier performance result 

 Class 

Chicken Pork Beef 

Precision 0.96 0.99 0.75 

Recall 0.89 0.96 0.92 

F1-Score 0.93 0.98 0.83 

Accuracy       0.92 

 
Table 7. Performance measurement of SVM 

Class TP FN FN TN TPR TNR 

0 105 13 4 128 

0.92 0.96 1 79 3 1 167 

2 46 4 15 185 
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6. Conclusion 

This paper presented several steps of determining 

thresholds to decide the number of sensors to be used 

in an e-nose system. An experimental e-nose was 

used to detect three main meat classes, namely 

chicken, pork, and beef. The thresholds reduced 10 

sensors to 9 sensors and 20 features to 6 features, 

resulting in an accuracy value of 92%. Because 

several sensors and features are still present, this 

research proposed an efficiency method that includes 

an optimized threshold value in the cost factor. The 

most efficient sensors with the highest accuracy 

could be selected confidently. By using 5 sensors and 

8 features, a good result was achieved with an 

accuracy value of 86.6% for the three classes.   
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