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Abstract: The interest point detection is a technique for reducing the amount of data that needs to be processed in 

certain applications, this technique is widely used in 2D and 3D image analysis. In this paper, we introduce a new 

method for detecting the mesh interest points based on geometric measures. The key point of this new approach is to 

extract a satisfactory 3D interest points with a high repeatability and relevant distribution of the whole object. It 

consists of two steps: an interest point detection and a refinement post-processing. First, we compute the Harris 

operator function, that is robust to several transformations, around each vertex to selects the maximal responses as 

candidates of 3D interest points. Second, we use the shape index-based optimization method to select the final interest 

points with high curvedness. The performance of the proposed method is evaluated and it proves encouraging results. 

Keywords: 3D objects, Computer vision, 3D interest points detection, Harris operator, Shape index, Repeatability rate, 

IOU metric. 

 

 

1. Introduction 

With the rapid development of 3D image 

representation and acquisition techniques, many 3D 

image’s data bases have been created and widely 

applied in our daily life. 3D interest point is one of 

the most significant local feature in these images, it 

can be effectively used to simplify the data in order 

to remove the redundancy. It lays on the foundation 

of relative computer vision and graphics applications, 

such as registration [1], shape retrieval [2, 3], object 

recognition [4], mesh segmentation [5] and 

simplification [6] etc. Compared with 2D interest 

point detection algorithms, like SIFT [7], Harris [8], 

SODC [9] and FAST [10], the 3D one has many 

challenging tasks due to the presence of noise, 

occlusion, clutter and a wide range of shape 

transformations. 

Several approaches have been proposed to extend 

the developed interest point detectors in the 2D 

images to the 3D field. Most of them have many 

drawbacks, such as the detection of few key points, 

particularly on the less curved parts of the 3D object. 

Moreover, they could not exploit the scale 

information encoded in the local geometric structures 

to detect the inherent scale of a key point and they are 

also sensitivity to noise.  

Motivated by these limitations, we propose a 

highly discriminative and robust detector. First, we 

use a Harris operator that determines the 

neighborhood for each vertex to fit a quadratic patch. 

Then, computing a derivatives functions to select the 

local maxima of responses as candidate sets using 

clustering techniques. Second, we compute the 

curvature values around the result set points, using 

shape index, to select the interest points with the more 

significant curvature. Referring to the benchmark and 

the evaluation study [31], our approach results prove 

that the detected key points are quite uniformly 

distributed over the surface, repeatable and 

computationally efficient. 

Furthermore, our proposed detector can be used 

later to develop a 3D objects’ descriptors. Those 

descriptors will be used to feed a machine learning 

algorithm as feature vectors to recognize the whole 

3D objects or object-parts generated by automatic 

segmentation’s algorithms and compare the results 
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with some new relevant algorithms like that of 

Herouane et al. [13]. 

The remainder of this paper is organised as 

follows. In Sec. 2 we discuss some relevant research 

works in the literature. The 3D interest points feature 

computation is described in Sec. 3. Our experimental 

setting and results are elaborated in Sec. 4. We 

conclude the paper in Sec. 5. 

2. 3D Interest points detection 

There is no exact definition for interest points up 

to now and different applications may have different 

requirements for these points. For example, some 

applications are inclined to choose the interest points 

with high repeatability or prefer them with a higher 

discriminability and also others may require them 

with semantic information, such as Schelling point 

[11]. Thus, when designing the interest point 

detection algorithms, we usually need to define the 

proper interest point response function according to 

the practical situation.  

Fortunately, researchers have proposed many 3D 

interest point detection algorithms to overcome the 

above-mentioned difficulties, most of them are based 

on geometric criteria’s [6, 12, 21]. Godila in [20] 

converted the 3D mesh model into voxel grid 

representation and proposed a method for detecting 

3D salient local features inspired by the SIFT 

algorithm [7], in which 3D DoG (Difference of 

Gaussian) operator is employed to detect robust 3D 

interest points. The authors of [15, 16, 17, 18] utilized 

similar ways to detect 3D interest point. Sipiran and 

Bustos proposed an effective and efficient extension 

of the Harris operator [8] for 3D objects [14]. Lee in 

[6] introduced mesh saliency as a measure of regional 

importance for 3D meshes, where they define mesh 

saliency in a scale-dependent manner using a center-

surround operator on Gaussian-weighted mean 

curvatures. Holte addressed the problem of detecting 

3D interest points using Difference-of-Normal 

operator [12].  Castellani proposed a salient point 

detection algorithm where sparse 3D key points were 

selected robustly by exploiting the visual saliency 

principles on 3D mesh [20]. There exist also some 

methods for detecting 3D interest point in spectrum 

domain instead of spatial domain [2, 22, 22]. Besides, 

some researchers formulated 3D interest point 

detection as a supervised binary classification 

problem and used learning methods to detect these 

points [25, 26]. 

 

 

 

3. Proposed approach 

The proposed detector uses both the Harris matrix 

and the measure of curvature. First, we select the 

candidate interest points using 3D Harris detector that 

works in a vertex-wise manner in order to compute 

the response function for each vertex. It aims at 

considering a local neighborhood around a vertex as 

an image, so it is possible to apply the well-known 

Harris operator. Second, in order to pick out the most 

repeatable and salient set of 3D points, we propose to 

compute the shape index. To refine them, we select 

the surfaces with the extremum curvature. 

3.1 3D Harris operator 

The 3D Harris detector is the 3D extension of the 

2D corner detection method of Harris and Stephens 

[8]; it is based on the first order derivatives in two 

orthogonal directions on the 3D surface. For each 

vertex 𝑣 associated to its Harris operator, the value is 

calculated as following Eq. (1): 

 

     ℎ(𝑣) = 𝑑𝑒𝑡(𝐸) − 𝑘(𝑡𝑟(𝐸))2                        (1)           

 

where 𝐸  represents the auto-correlation matrix of 

derivatives function and 𝑘 a parameter that needs to 

be experimentally tuned.  

The authors of [14], propose two ways to select 

the interest points of a given object. First, the vertices 

which are local maximum are extracted. To do so, 

they select a vertex 𝑣  which holds the following 

condition Eq. (2): 

 

ℎ(𝑣)  >  ℎ(𝑤), ∀𝑤 ∈ 𝑟𝑖𝑛𝑔1(𝑣).      (2)  

 

Second, two approaches to select the final set of 

interest points are proposed: 

• Select the points with the highest Harris 

response. We can pick a constant fraction of 

interest points depending on the application. In 

this proposal, we obtain the points with higher 

saliency and therefore, some portions of the 

object do not have interest points. 

• Representatives of Interest Points Clusters. 

This approach can be used when we want to 

get a good distribution of interest points in the 

object surface. This proposal consists of two 

steps. First, we sort the pre-selected interest 

points according to their Harris operator value 

in decreasing order. Second, we apply 

Algorithm 1 to cluster the sorted points and 

select the final set of interest points. 
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(a)                                                   (b) 

Figure.1 “Armadillo” model: (a) selected points with 

highest Harris response and (b) selected points by 

clustering 

 

Algorithm 1: Interest Points clustering 

Input: Set P of pre-selected interest points in 

decreasing order of Harris Operator value 

Output: Candidates set of interest points  

• Let 𝑸 be a set of points  

• 𝑸 ← ∅ 

• for 𝒊 ← 𝟏 𝒕𝒐 |𝑷| do  

• if 𝒎𝒊𝒏𝒋∈[𝟏,|𝑸|]‖𝑷𝒊 − 𝑸𝒋‖
𝟐

> 𝝆 then 

• 𝑸 ← 𝑸 ∪ {𝑷𝒊} 

• End if  

• end for 

• return 𝑸 

 

The value of 𝜌 can be considered as a fraction of the 

diagonal of the object bounding rectangle and it has 

effect in the number of returned interest points. 

Fig.1 shows the result of the two options used to 

select interest points. According to these results, we 

have choosing to use the clustering approach because 

its good representativity for the entire object.  

3.2 Refinement process 

The Harris clustering approach is interesting for 

applications requiring points well distributed over the 

whole surface. Nevertheless, as the process is based 

on grouping vertices with high responses, this step is 

not necessarily robust according to the repeatability 

criterion. Thus, we propose a computation of the 

shape index to classify the 3D shape surface and 

select the final interests point with the high curvature. 

The shape index (SI) as proposed by Koenderink [23] 

is a quantitative measure of the surface shape at a 

point p, and is defined by Eq. (3): 

 
Figure.2 Illustration of shape index scale divided into five 

categories 

 

 𝑆𝐼(𝑝) =  
1

2
−

1

𝜋
arctan (

𝐾(𝑝)1+𝐾(𝑝)2

𝐾(𝑝)1−𝐾(𝑝)2
) (3) 

 

Where 𝑘(𝑝)1 and 𝑘(𝑝)2 , 𝑘(𝑝)1 > 𝑘(𝑝)2 maximum 

and minimum principal curvatures at a point p, 

respectively. With this definition, all shapes are 

mapped into the interval [0,1] where every distinct 

surface shape corresponds to a unique value of SI 

(except for planar surfaces, which will be mapped to 

the value 0.5, together with saddle shapes). Larger 

shape index values represent convex surfaces and 

smaller shape index values represent concave 

surfaces Fig. 2. The main advantage of this measure 

is the invariance to orientation and scale.  

To select the most relevant candidates of 3D 

interest points of a mesh, we use the shape index to 

specify them with a higher curvature. To perform 

this, we proceed to detect the interest points with the 

same salient shape features of the starting points that 

should be eliminated in its neighborhoods. 

 

Algorithm 2: Our Interest Points detection 

using shape index (SI) 

Input: Q interest points’ Candidates extracted by 

Harris clustering and V the mesh vertices 

Output: Final interest points set 

• Let 𝑭 be a set of points  

• 𝑭 ← ∅ 

• 𝑺𝑰 ← {𝑺𝑰(𝐕)} 

• for 𝒊 ← 𝟏 𝒕𝒐 |𝑸| do  

• if ‖𝑺𝑰(𝑸𝒊) − 𝑺𝑰(𝒗𝒓𝒊𝒏𝒈𝟑(𝑸𝒊)‖ > 𝒕𝒉𝒓𝒆𝒔𝒉𝒐𝒍𝒅 

then 

• 𝑭 ← 𝑭 ∪ {𝑸𝒊} 

• End if  

• end for 

• return 𝑭 

 

Based on [23] categorization of surfaces, the 

𝐭𝐡𝐫𝐞𝐬𝐡𝐨𝐥𝐝 is fixed at 0.3 to determine the curvatures 

variation between concavity and convexity based on 

shape index values.   
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Figure.3 3D interest points of ground truth (red dots) of “chair” mesh m model marked by different human subjects n 

(blue dots) and radius 𝜎 

 

4. Experimental results 

To access the effectiveness of the interest point 

detection algorithms, different authors used a 

variation of techniques to perform this task. The 

authors of [28, 30] measure the repeatability rate 

according to varying factors, which are usually 

designed for some special tasks like shape retrieval 

[30]. Another research work [31] utilizes the human 

generated ground truth data to evaluate the 

performance of 3D interest point detection 

algorithms. In this paper, we only focus on the 

problem of 3D interest point detection. Therefore, we 

evaluate the performance of our proposed detector 

and compare it with five 3D interest point detection 

algorithms, named respectively, 3D Harris [14], HKS 

[22], Salient Points [18], Mesh Saliency [6] and Scale 

Dependent Corners [19]. 

4.1 Dataset 

The used dataset consists of two sub-datasets 

(dataset A and B) [31]. The first one (dataset A) is 

constituted by 24 triangular mesh models and 

annotated by 23 human subjects. The other one 

(dataset B) is constituted by 43 triangular mesh 

models and annotated by 16 human subjects. Ground-

truth points are constructed from the human-marked 

points based on two criteria: radius of an interest 

region s and the number of users n who marked a 

point within the radius. In addition to the location, the 

prominence of a ground-truth point is included as the 

number of humans who have marked it within its 

local neighborhood. An example of interest points 

detected on a model from dataset B are shown in Fig. 

3. 

4.2 Evaluations metrics 

On this dataset, evaluation was performed to test 

the compatibility of each algorithm with human 

perception. This experiment is designed to test an 

interest point detector in terms of distinctiveness, 

which demonstrates the ability of an interest point to 

detect representative and characteristic points on a 

surface. 

Our evaluation was performed on each single 

instance of the model using human generated ground-

truth. Three measures are used [31] i.e., false positive 

errors FPE, false negative errors FNE and weighted 

miss error WME. But, FPE and FNE can be 

misleading in isolation as discussed in [29]. So, Teran 

[26] adopted the Intersection Over Union (IOU) [32] 

which combines False Positive FP, False Negative 

FN and True Positive TP together as their main 

metric to evaluate the performance of the 3D interest 

point algorithms. In this paper, we also adopt the IOU 

metric as the main evaluation metric to evaluate the 

performance of our proposed interest points 

algorithm and other six state-of-the-art methods. 

Let 𝐺𝑀(𝑛; 𝑠) be the set of ground-truth points on 

a model 𝑀 and 𝑀𝐷  be the set of interest points 

detected by an algorithm. A point v is considered to 
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Figure.4 A 3D interest points of chair model in dataset A detected by the six algorithms and ground truth 𝑛 = 8, 𝜎 =

0.03 

 

be ‘correctly detected’ if there is a detected point 

within the geodesic ball 𝑁𝑟(𝑣), where the parameter 

r is the localization error tolerance. Given the number 

of ground-truth points 𝑁𝐺𝑇, the points detected by an 

algorithm 𝑁𝐷  and the correctly detected points 𝑁𝐶 , 

IOU score to determine error tolerance r, it can be 

calculated by Eq. (4): 

 

      𝐼𝑂𝑈(𝑟) =
𝑇𝑃

𝐹𝑁+𝐹𝑃+𝑇𝑃 
                         (4)  

 

where 𝐹𝑃 = 𝑁𝐷 − 𝑁𝐶  is the number of false 

positives and 𝐹𝑁 = 𝑁𝐺𝑇 − 𝑁𝐶  represents the number 

of false negatives. TP = 𝑁𝐶  is the true positives. 𝑁𝐺𝑇 

is the number of ground truth points, 𝑁𝐶  is the 

number of correctly detected points and 𝑁𝐷 denotes 
the number of detected interest points by the 

algorithm. 

4.3 Performance evaluations 

To access the effectiveness of the interest point 

detection algorithms, we display the performance 

results of six algorithms on Dataset A and Dataset B 

in terms of IOU metric. It is important to note that the 

3D interest points detected by these 3D interest point 

detection algorithms are constant when parameters  

𝑛/𝜎  varies, but the ground truth is variable when 

parameters 𝑛/𝜎 varies according to [31]. 

Fig. 4 shows the obtain results, where 3D interest 

points of the “chair” model detected by the six 

algorithms above are displayed. The HKS [22] 

algorithm can detect a small number of significant 

salient points but can’t do even slightly for more 

ambiguous interest points. While, for a recognition 

goal that detects the salient points with a high 

robustness and repeatability, we except the HKS from 

the evaluation process.  
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                         (𝑛 = 2, 𝜎 = 0.03)                                         (𝑛 = 8, 𝜎 = 0.03)                                          (𝑛 = 11, 𝜎 = 0.03) 

 

 
                         (𝑛 = 2, 𝜎 = 0.05)                                         (𝑛 = 8, 𝜎 = 0.05)                                          (𝑛 = 11, 𝜎 = 0.05) 

 

Figure.5 IOU scores for Dataset A at various parameter pairs 𝑛/𝜎 for different localization error tolerance r. 

 

 
                         (𝑛 = 2, 𝜎 = 0.03)                                         (𝑛 = 8, 𝜎 = 0.03)                                          (𝑛 = 11, 𝜎 = 0.03) 

 

 
                         (𝑛 = 2, 𝜎 = 0.05)                                         (𝑛 = 8, 𝜎 = 0.05)                                          (𝑛 = 11, 𝜎 = 0.05) 

 

Figure.6 IOU scores for Dataset B at various parameter pairs 𝑛/𝜎 for different localization error tolerance r 

 

In order to quantitatively analyze the 

performance of the five algorithms, we first test the 

IOU scores for dataset A and dataset B at various 

parameter  
𝑛

𝜎
  pairs. Fig. 5 and Fig. 6 show the IOU 

scores at several parameters 
𝑛

𝜎
 pairs for dataset A and 
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Table 1. Table Average IOU on Dataset A 𝑛 ∈
{2,3, . . ,23}, 𝜎 ∈ {0.01,0.02, … ,0.1} and Dataset B 

𝑛 ∈ {2,3, . . ,16}, 𝜎 ∈ {0.01,0.02, … ,0.1} 

 Dataset A Dataset B 

Mesh saliency 0.0722 0.0726 

SD corners 0.0815 0.0755 

3D Harris 0.1068 0.1138 

Salient points 0.1334 0.1341 

3D SI-Harris 0.1508 0.1585 

 

dataset B respectively, in which we set  𝑛 ∈
{2,8,11}, 𝜎 ∈ {0.03,0.05} and 𝑟 ∈
{0.005, 0.01, 0.015, … , 0.12}. 

 From Fig.5, we can see that our approach (3D SI-

Harris) detector performs well in the majority of the 

cases mostly for the one where n is high. When 

localization error tolerance r is relatively large, the 

superiority of the 3D SI-Harris is more significant. 

To reach an overall ranking, we calculate the 

average IOU score over all 𝑛/𝜎 settings in Dataset A. 

Table 1. displays the average IOU scores of Dataset 

A and Dataset B. We can remark that the 3D SI- 

Harris based 3D interest point detector performs well 

in term of IOU evaluation metric. 

5. Conclusion 

In this paper, we present a new method for 3D 

interest point’s detection applied on 3D shapes. Our 

approach captures simultaneously the local geometric 

measures and global structural information of a 

surface. It extracts interest points with a good 

distribution over the surface with less sensitivity to 

noise and more robustness to several transformations. 

The experimental results demonstrate obviously 

the effectiveness of our approach in terms of IOU 

metric compared to previous proposed algorithms. 

In our future works, we attempt to combine our 

interest point’s detector with a local surface 

descriptor and test it on some applications such as 

surface registration, shape tracking and shape 

retrieval of the 3D objects. 
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