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Abstract: The management of agile software projects plays an important role in the success or failure of projects. 

There are many factors of success or failure that clearly affect agile software projects. There is a big problem in not 

having a formal study to identify critical failure factors that assess the success or failure of projects accurately. This 

paper focuses on failure factors of agile software projects. This paper seeks to configure a formal study by using 

multiple regression analysis for identifying critical failure factors to avoid projects failure, thus saving time and money 

for the stakeholders. The proposed model is implemented by using R programming. The proposed model also is 

implemented by two models. The first model based on critical failure factors (CFF) of agile software projects. The 

second model based the failure factors of the proposed in the initial list (FFIL). The model of CFF outperforms on the 

model of FFIL in order to accuracy by 10.7% and random error ratio by 4.8%. The results revealed that only 10 out of 

19 hypotheses were supported, identifying seven critical failure factors for Agile software development projects: (a) 

Organizational culture too traditional, (b) Lack of agile logistical arrangements,(c) Lack of project management 

competence, (d) Lack of team work, (e) Bad customer relationship, (f) defined project scope, and (g) defined project 

planning.  
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1. Introduction 

Software projects have been important of many 

researches, organizations, and software developers in 

the last years. Software development has sometimes 

failed, thus often performing in delayed, failed and 

rejected software projects [1].  Even those software 

projects executed may require costly on-going 

maintenance and service packs. 

The above shortages have influenced the bottom 

line of software development communities in a 

significantly [2, 3]. The big challenge here is how 

software development management can be enhanced 

to avert the above problems of inaccurate and 

inefficiency? There has been a novel appearance of 

software development process called agile methods, 

which work rather differently from conventional 

methods. 

Agile software development has many 

characteristics differently from traditional methods 

such as high quality, visibility, Small incremental 

releases, accommodating change due to volatile 

requirements, iterative releases, continuous 

integration, transparency and Predictable Costs [4]. 

Agile software development is based on several 

methods of which Scrum, Dynamic System 

Development Method (DSDM), Extreme 

Programming (XP), Lean Software Development 

(LD), Feature-Driven Development (FDD), Adaptive 

Software Development (ASD) and Crystal. 

IT communities try to improve agile software 

projects by overcoming the reasons that lead to the 
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Table 1. CHAOS report for agile software projects 

Size Method Successful Challenged Failed 

All Size Projects Agile 39% 52% 9% 

Large Size Projects Agile 18% 59% 23% 

Medium Size Projects Agile 27% 62% 11% 

Small Size Projects Agile 58% 38% 4% 

 

failure of those projects. Many reasons have been 

recorded which led to failure of agile software 

projects such as poor management, lack of clarity of 

project plan, inefficiency of work team members and 

etc. Agile software projects have been evaluated by 

many success or failure factors. However, many agile 

software projects are still failing, according to the 

CHAOS report on the failure of many those projects, 

as shown below in Table 1 [5]. 

      The critical failure factor approach to determine 

and gauge a project’s performance in each release 

was first developed [6]. There has not been any 

official study on critical failure factors in the agile 

software development project per se, based on recent 

searches in peer revised academic work related to this 

topic. There is a big problem in not having a formal 

study to identify critical failure factors that assess the 

success or failure of projects accurately. 

Many researchers have sought to find critical 

failure factors that affect agile software projects, but 

using traditional statistical methods. This paper uses 

intelligent techniques to determine and provide 

insight into the critical failure factors that help agile 

software projects to succeed. Intelligent techniques 

such as logistic regression and linear regression and 

others are used to configure a formal study that helps 

to identify critical failure factors in agile software 

projects. 

This paper seeks to configure a formal study by 

using multiple regression analysis for identifying 

critical failure factors to avoid projects failure, thus 

saving time and money for the stakeholders. 

Therefore, the proposed model relies on regression 

analysis for selecting critical failure factors of agile 

software projects. The proposed model is applied on 

R studio. This paper also introduces overview of 

failure factors of agile software projects, and multiple 

regression analysis, as follows: 

1.1 Failure factors of agile software projects 

    Failure factors of agile software projects are very 

important for stakeholders to identify and measuring 

an organization's performance. This paper seeks to 

collect the preliminary failure factors that influencing 

on agile software projects. It can be classified into 

four categories: organizational, people, process, and 

technical, as shown below in Table 2.  

Table 2. Preliminary failure factors that influence on agile 

software projects 

Dimension Failure Factor 

Organizational 

[1] 

1. Lack of executive 

sponsorship(f1) [11,18,20] 

2. Lack of management 

commitment(f2) [7,18,20] 

3. Organizational culture too 

traditional(f3) [12,18,20] 

4. Organizational culture too 

political(f4) [9,18,20] 

5. Organizational size too 

large(f5) [8,18,20] 

6. Lack of agile logistical 

arrangements(f6) [10,18,20] 

People 

[2] 

7. Lack of necessary skill-set(f7) 

[13,18,20] 

8. Lack of project management 

competence(f8) [17,18,20] 

9. Resistance from groups or 

individuals(f9) [14,18,20] 

10. Lack of team work(f10) [18] 

11. Bad customer 

relationship(f11) [16,18,20] 

Process 

[3] 

12. defined project scope(f12) 

[15,18,20] 

13.defined project requirements(f13) 

[19,18,20] 

14. defined project planning(f14) 

[21,18] 

15. Lack of agile progress    

tracking  mechanism(f15) [22,27] 

16. Lack of customer 

presence(f16) [23,18,20] 

17. defined customer role(f17) 

[24,30] 

Technical 

[4] 

18. Lack of complete set of correct 

agile practices(f18) [25,26] 

 19. Inappropriateness of   

        technology and tools(f19) 

[28,29] 

 

1.2 Multiple regression analysis 

      Multiple regression analysis is composed of one 

dependent variable and many independent variables, 

but the dependent variable is persistent such as 

weight, height, number of hours, and etc [8, 9]. In 

linear regression, the dependent variable (degree of 

effect in failure factors of agile software projects) has 
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unlimited number of possible values. The coefficient 

interpretations of independent variables are 

straightforward. It uses ordinary least squares 

approach to reduce the errors and reach the optimal 

possible fit. It uses the general linear equation, as 

follows [10]: 
 

Y= B0+∑ (BiXi) + ϵ                      (1) 

 

Where Y is a persistent dependent variable and 

independent variables Xi are usually persistent. B0 is 

the intercept (the value of y when x = 0). The slope 

of the line is Bi. ϵ is a term of the distinction that is 

not interpreted by the model and is usually just called 

"error".  

This paper used the web survey process to collect 

data.  A web survey with Likert scale questionnaires 

and demographic information combination was 

distributed to the target population. There were two 

sections in the survey. The first section was on 

demographic data, which included both the 

respondent’s demographic information as well as the 

agile project information. The second section was on 

failure factors. To measure importance of failure 

factors, a 3-point Likert scale was used to reflect the 

level of perception of the question by the respondent. 

A survey was conducted among agile professionals, 

collecting survey data from 163 persons from 12 

countries across the world. 

This paper is arranged as follows: Section 2 

introduces a related work. Section 3 introduces the 

proposed model. Section 4 introduces a proposed 

algorithm of the multiple regression analysis. Section 

5 introduces experimental results and finally, section 

6 presents conclusion and future work.   

2. Related work 

Previous work shows the importance studies that 

using statistical and intelligent techniques for 

analyzing success and failure factors of agile 

software projects, as follows: 

      V. Lalsing and et al, introduced a method to 

determine critical factors in people dimension of 

software projects by using statistical techniques. This 

paper aims to evaluate people factors to select the 

suitable number of team in each project. This process 

can affect the performance of the projects in order to 

time and cost [11]. This paper is based on traditional 

methods such as time series. This paper depends on 

the people dimension despite the existence of four 

dimensions interested in agile software projects 

which are people, organization, technique and 

process. Researcher opinion, this paper can 

determine the critical factors in people dimension of 

software projects. 

H. TAHERDOOST and et al, introduced an 

approach to evaluate IT project success/failure 

factors and determining the associated risks. This 

paper seeks to find the optimal success/failure factors 

of IT projects to prevent failure of it [12]. This paper 

is based on mean square error for determination risk 

factors in IT projects. This method is not enough to 

determine critical risk factors in IT projects. 

Researcher opinion, lack of clarity the failure factors 

that effect on IT projects. 

     S. Lee and et al, introduced a framework to 

evaluate agile software development in small projects 

based on success factors. This paper aims to obtain a 

suitable success factors to help small agile software 

projects to succeed [13]. This paper is based on 

success factors that have impact small software 

projects by statistical methods. This paper is based on 

two dimensions from four dimensions which are 

people and technique. Researcher opinion, this paper 

can evaluate agile software projects based on suitable 

success factors. 

M. Tanner and et al introduced a new method to 

determine critical success/failure factors of agile 

software projects and compared it to traditional 

methods such as waterfall model. This paper shows 

that the agile method outperforms on waterfall model 

in software projects [14]. This paper is based on two 

dimensions to determine critical success/failure 

factors by statistical methods.  Researcher opinion, 

agile method can affect the software projects more 

than traditional method such as waterfall model. 

 K. M. B. Silva and et al, introduced a survey 

study to determine a critical success/failure factors of 

agile software projects. Critical factors can be 

classified into three dimensions: people, process and 

technology [15]. This paper is based on three 

dimensions to determine critical success/failure 

factors by statistical methods. This paper is based on 

questionnaires by experts, leading to inaccurate 

results. Researcher opinion, this paper can determine 

critical success/failure factors of agile software 

projects.   

 R. Amponsah and et al, introduced a study to find 

a positive relationship between success factors and 

agile software projects. This paper aims to determine 

critical success factors that influencing on agile 

software projects [16]. This paper is based on poor 

parameters. There is over fitting, missing and 

incomplete data. Researcher opinion, this paper can 

find critical success factors of agile software projects.  

      S. Maierhofer and et al, introduced a study to 

evaluate the effect of agile method on success of 

software projects. This paper aims to evaluate the 
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relation between change in requirements and agile 

methods on project succeed. This paper also uses 

regression models to measure project succeed in 

order to requirement changes and efficient execution 

[17]. This paper cannot find evidence that two 

dimensions of agile software projects are highly 

correlated. Researcher opinion, this paper has 

succeeded to find the optimal relation between 

change in requirements and agile methods on project 

succeed. 

      T. Chow and et al, introduced a survey study to 

evaluate critical success factors of agile software 

project by using regression models. Critical success 

factors have been evaluated by four categories: 

Quality, Scope, Time, and Cost. The results show that 

only 10 out of 48 hypotheses were supported, 

identifying three critical success factors for agile 

software development projects: (a) Delivery Strategy, 

(b) Agile Software Engineering Techniques, and (c) 

Team Capability [18]. This paper is based on 

regression model, but there is incomplete and missing 

data. This problem makes the results lose their 

accuracy. Researcher opinion, this paper has 

succeeded to determine critical success factors of 

agile software projects and providing three 

significant critical success factors of them. 

     N. Cerpa and et al, introduced a new model to 

predict success of agile software project by using 

logistic regression analysis. This paper aims to 

enhance accuracy of the prediction success of agile 

software projects. The proposed model outperforms 

on traditional statistics models [19]. Logistic 

regression has many defects such as identifying 

independent variables, limited outcome variables, 

over fitting the model and etc. Researcher opinion, 

the proposed model has succeeded to predict success 

of agile software projects by using logistic regression 

analysis. 

     D. Stankovica and et al, introduced a study to 

determine critical success factors of agile software 

project in IT companies by using regression models. 

Critical success factors have been evaluated by four 

categories: Quality, Scope, Time, and Cost. The 

results show that only 5 out of 48 hypotheses were 

supported, identifying three critical success factors 

for agile software development projects: (a) Project 

definition process, (b) Project nature, and (c) Project 

schedule [20]. Regression model is assumed that the 

cause and effect relationship between the variables 

remains unchanged. This problem in the regression 

model makes the results unreliable. Researcher 

opinion, this paper has succeeded to determine 

critical success factors of agile software projects in IT 

companies and providing three significant critical 

success factors of them. 

     V. Montequin and et al, introduced the framework 

to find critical success factors of agile software 

projects in information and communication 

technology in Spain. This paper aims to determine 

critical success/failure factors that affect agile 

software projects in information and communication 

technology domain. The results show that the five of 

significant success factors are clear vision and goals, 

realistic cost and time estimation, reachable goals and 

expectations, fluent communication among all 

stakeholders, and clear specification of project's 

requirements. The results also show that the five of 

significant failure factors are customer requirement 

inaccurate, continuous changes to initial 

requirements, inaccurate time estimations, inaccurate 

cost estimations, and badly defined specifications 

[21]. This paper is based on statistical method such as 

estimating a mean. This method has many conditions 

such as data approximately normal, large sample size 

and etc. This framework did not meet all the required 

conditions in the proposed statistical method. 

Researcher opinion, the proposed framework can find 

the critical success/failure factors of agile software 

projects in information and communication 

technology. 

D. S. Nguyen and et al, introduced the study to 

determine critical success factors of agile software 

project in IT companies. This paper aims to find 

positive success factors that may be able to improve 

project management strategies and cost benefits 

leading to higher efficiency, profitability, and 

productivity thus benefiting management, employees, 

and customers [22].  This paper is based on statistical 

method such as Test to Compare Two Means. This 

method has many conditions such as Independent 

samples from the two populations, large sample size 

and etc. This approach did not meet all the required 

conditions in the proposed statistical method. 

Researcher opinion, positive success factors help to 

enhance IT project management strategies. 

S. L. Lam and et al, introduced the approach to 

determine critical success factors of agile software 

project in IT projects. Critical success factors have 

been evaluated by regression models. The factors that 

significantly influence project success are: project 

management process, project definition process, 

customer involvement, and management 

commitment [23]. Researcher opinion, critical 

success factors can effect on IT project success. 

K. Jammalamadaka and et al, introduced a study 

to select appropriate agile models such as Extreme 

programming, Scrum and others for applying of them 

on software projects. This paper aims to enhance 

performance of software projects through agile 

models in order to achieve customer satisfaction [24]. 
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This paper is based on statistical method such as 

Relationship in a 2-Way Table. This method has 

many conditions such as all expected counts should 

be greater than 1, At least 80% of the cells should 

have an expected count greater than 5 and etc. This 

approach did not meet all the required conditions in 

the proposed statistical method. Researcher opinion, 

this study can find suitable agile models for using of 

them on software projects. 

     K. N. Rao and et al, introduced the study to 

measure the effect of agile models on software 

projects. This paper aims to evaluate agile models in 

order to success/failure factors for applying of them 

on software projects. Selecting the optimal agile 

model works to help the software project to succeed 

[25]. This paper is based on statistical method such as 

Test about a Slope. This method has many conditions 

such as the form of the equation that links the two 

variables must be correct, the errors terms have equal 

variances, the error terms are independent of each 

other and etc. This approach did not meet all the 

required conditions in the proposed statistical method. 

Researcher opinion, this study can find the optimal 

agile models for assisting the software projects to 

succeed. 

     P. Serrador and et al, introduced an approach to 

determine success factors that affect the project 

success by using quantitative analysis. This paper 

seeks to configure a formal study to find positive 

success factors for assisting projects to succeed [26]. 

Quantitative approach cannot account for non-

numerical information. Researcher opinion, the 

proposed approach can determine success factors that 

affect the success of projects. 

     W. Jawaid and et al, introduced a new model to 

extract success factors from the agile development 

practices that are successful in the software industry. 

The proposed model relies on data mining techniques 

especially fuzzy- c mean, multiple linear regressions, 

clustering and etc. the results show that the proposed 

model (fuzzy- c mean) outperforms on data mining 

techniques for determining success factors of agile 

software projects [27]. This paper is based on data 

mining techniques to predict success of agile 

software projects. This paper describes the factors of 

success and failure that affect the agile software 

projects. Researcher opinion, the proposed model is 

the optimal technique to extract success factors that 

affect the success of software projects. 

      R. Ibrahim and et al, introduced a method to 

determine failure factors that affect the failure of 

agile software project in IT companies. This paper 

aims to find the positive failure factors to avoid the 

failure of IT projects. This study classifies the failure 

factors into four critical factors: Poor top 

management support, Poor consultant effectiveness, 
poor project management effectiveness and Lack of 

User Involvement [28]. This paper is based on 

statistical method such as Test to Compare Several 

Means. This method has many conditions such as 

independent samples from the t populations, equal 

population standard deviations and etc. This 

approach did not meet all the required conditions in 

the proposed statistical method. Researcher opinion, 

this paper has succeeded to determine the critical 

failure factors to avoid the failure of IT projects. 

     V. N. Vithana and et al, introduced a framework 

to determine critical success factors that influence on 

the software project success by using statistical data 

analysis. This paper aims to find critical success 

factors for assisting software projects to succeed. The 

results show that the critical success factors are 

customer satisfaction, customer commitment, team 

size, corporate culture, technical competency, 

decision time, customer commitment and training 

and learning have an influence on the success of the 

software projects [29]. This paper is based on 

statistical method such as Test of Strength & 

Direction of Linear Relationship of 2 Quantitative 

Variables. This method has many conditions such as 

2 variables are continuous, No significant outliers, 

linear relationship between the variables and etc. This 

framework did not meet all the required conditions in 

the proposed statistical method. Researcher opinion, 

the proposed framework has succeeded to find 

critical success factors that affect the success of 

projects. 

     S. Abdalhamid and et al, introduced the study to 

find success/failure factors of agile software projects. 

This paper aims to determine positive success/failure 

factors to avoid failure of the software projects. There 

are many success/failure factors that influence on the 

success of projects such as customer participation and 

bad relationship with the customer [30]. This paper is 

based on statistical method such as Test to Compare 

Two Population Variances. This method has many 

conditions such as independent samples from the 2 

populations and etc. This approach did not meet all 

the required conditions in the proposed statistical 

method. Researcher opinion, this study has 

succeeded to find critical success/failure factors that 

influence on the success of projects. 

Through related work, most researches have not 

formal study to find critical failure factors of agile 

software projects. Most researches is based on two or 

three dimensions from four dimensions in agile 

software projects, but the proposed method is based 

on four dimensions which are people, process, 

technique and organizational. Critical failure factors 
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Figure. 1The proposed regression model to determine critical failure factors of agile software projects 

 

seek to support agile software projects to avoid 

failure of them. This paper tries to configure a formal 

study to find critical failure factors for helping agile 

software projects to succeed. 

     This paper also proposes an intelligent model to 

determine critical failure factors of agile software 

projects efficiently. 

3. The proposed model 

     This section introduces the proposed model for 

determining critical failure factors of agile software  

projects. The proposed model is composed of three 

parts: as shown below in Fig. 1.   

 

1. Review the related work to find important 

failure factors regarding to agile software 

projects. 

2. Analyze the preliminary list of failure factors 

of agile software projects by using multiple 

regression analysis.  

3. Determine the final list of critical failure 

factors of agile software projects.  

 
Fig. 1 introduces the activity diagram to 

determine critical failure factors of agile software 

projects. The proposed model is composed of three 

main parts. The first part aims to determine the 

important failure factors of agile software projects 

and selecting the critical failure factors that influence 

on agile software projects. Critical failure factors 

were selected based on some evaluation criteria such 

as ambiguity, usability and agility. The proposed 

model analyzes the preliminary list of failure factors 

of agile software projects by using multiple 

regression analysis to determine critical failure 

factors of agile software projects. Finally, the 

proposed model can determine the final list of critical 

failure factors that are helping the organizations to 

avoid failure of agile software projects to save time 

and cost. The proposed model was applied on R 

studio. 

4. The proposed algorithm of the multiple 

regression analysis 

This section introduces an algorithm for 

determining the critical failure factors that influence 

on agile software projects by multiple regression 

analysis. Fig. 2 shows the flow chart of the proposed 

algorithm. Multiple regression analysis introduced 

regression statistics such as standard error (SE), R-

squared (RS), adjusted R-squared (ARS) and P-value 

(PV). SE shows a first handle on how fully the 

provided equation fits the specimen data. It is critical 

to the units of gauge of the dependent variable. RS 

shows the explanatory force of the regression model. 

ARS is an updated version of RS that has been 

modified for the set of predictors in the model. It 

increases only if the novel terms enhance the model 

more than would be anticipated. It decreases when a 

predictor enhances the model by less than anticipated. 
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It is always lower than the RS. PV helps to determine 

the importance of the statistical results. It is a number 

between 0 and 1 and explicated in the following 

method: a small PV (typically ≤ 0.05) indicates 

strong evidence against the null hypothesis. The null 

hypothesis is rejected from the statistical results. The 

steps of the proposed algorithm are as follows:   

 

Algorithm 1. The proposed algorithm of the 

multiple regression analysis to determine critical 

failure factors that influence on agile software 

projects 

1. Input : α       (dependent variable degree of 

effect the failure factors of agile software projects) 

2.              σ       (independent variables failure       

factor  that influence on agile software projects)    

 

3. Output : β (critical failure factors list 

of    

                              agile software projects)   

 

4. MLR = Multiple Linear Regression  

5. SSR = Sum of Squares Regression 

6. SST = Sum of Squares Total 

7. n = The Number of Data Points 

8. k = The Number of Parameters 

 

9. Fi = the prediction value 

10. Yi = the true value  

11. Ý = the mean of Yi   

 

12. SSR = ∑ (𝐅𝐢 −  Ý)𝐢
2 

13. SST = ∑ (𝐘𝐢 −  Ý)𝐢
2 

 

14. SE = Standard Error 

15. RS = R- Squared 

16. ARS = Adjusted R- Squared  

17. PV = P-value  

 

18. Build the MLR model based on the set of α 

and σ  

19. Estimate the MLR model 

 

20. Check the value of SE. SE is calculated as 

follows: 

                      SE =√
𝐒𝐒𝐑  

𝒏−𝟐
     

 
21. Check the value of RS. RS is calculated as 

follows: 

                             RS = 1- 
𝑺𝑺𝑹

𝑺𝑺𝑻
        

 

22. Check the value of ARS. ARS is calculated 

as follows: 

                        ARS = 1- 
𝑺𝑺𝑹 / (𝒏−𝒌−𝟏)

𝑺𝑺𝑻 / (𝒏−𝟏)
        

                                                    

23. If (ARS < 0.5) 

24.        Change the explanatory of failure 

factors 
25.        Go to step 18 

26. Else  

27.         Approve the model 

28. End If 

 

29. Check PV for each variable to determine β 

30. If (FW < 0.05) 

31.          Approve  β 

32. Else   

33.          Refuse the other failure factors 

34. End If 

 

35. Return β   

 

4. Experimental results 

     In our experiment, it is an exploratory experiment 

to detect which features can positively affect the 

failure of agile software projects. This experiment is 

used a multiple regression analysis, where the 

relationship between multiple independent variables 

(failure factors in agile software projects) and the 

dependent variable (degree of effect the failure 

factors in agile software projects) is specified. Based 

on the Eq. (2), the multiple regression analysis can be 

determined as follows: 

 

Y = β0 + β1x1 + β2x2 + ….. + β7x7 + ε    (2) 

 

 Y: is degree of effect the failure factors 

in agile software projects 

 β0: is the y-intercept 

 βi: is the regression coefficient 

 Xi: critical failure factors 

 ε : the random error term 

 

    The experiment of the proposed model is 

implemented by a set of consecutive steps. First, the 

dataset attributes are divided into dependent and 

independent variables (refer to Table 2). Then, the 

dataset is composed of 70% training data and 30% 

testing data.  The proposed model is used the ordinary 

least squares that suppose sturdy linear relationship 

between the independent variables and the dependent 

variable. After that, L2 Regularization is used to 

improve the quality of the proposed model.  

 

     



Received:  December 13, 2018                                                                                                                                          251 

International Journal of Intelligent Engineering and Systems, Vol.12, No.3, 2019           DOI: 10.22266/ijies2019.0630.24 

 

 
Figure. 2 Flow chart of the proposed algorithm for MLR 

model 

 
Table 3. Summary of regression statistics 

Regression Statistics 

RS 0.803 

SE 0.1518 

ARS 0.7981 

 
In our experiment of the proposed model, there 

are two important tables introduced to show a 

significant data about the proposed model and the 

contribution of each independent variable to the 

regression model. Table 3 shows the regression 

statistics of the proposed model, as shown in Fig. 3. 

This table provides important information such as RS 

which is equal to 0.803, SE is equal to 0.1518 and 

finally, ARS is equal to 0.7981. This articulates that 

79.8% of the discrepancy in the dependent variable 

(degree of effect the failure factors in agile software 

projects) can be interpreted by the independent 

variables (failure factors in agile software projects), 

while the rest (20.2%) is interpreted by other causes. 

This means that the proposed model is agreeable and 

statistical important to define the most significant 

features that affect the selection of failure factors of 

agile software projects. In other hand, the failure 

factors selection process of agile software projects is 

robustly related to the selected categories of people, 

organizational, process, and technical. 

     Fig. 3 shows the coefficients analysis that 

articulate the individual contribution of each 

independent feature to the proposed model. The PV 

in the Coefficients figure articulates the important 

 

 
Figure. 3 Coefficients analysis based initial list of failure 

factors by using R programming 
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Table. 4 Summary of critical failure factors of agile software projects 

No Factor ID Factor Name PV Dimension 

1 F3 Organizational culture too traditional 0.000259 Organizational 

2 F6 Lack of agile logistical arrangements 0.043872 Organizational 

3 F8 Lack of project management competence 0.043091 People 

4 F10 Lack of team work 0.000195 People 

5 F11 Bad customer relationship 0.014494 People 

6 F12 defined project scope 0.00664 Process 

7 F14 defined project planning 0.007574 process 

 

 

 
 

Figure. 4 Natural distribution of agile data set 

After the sifting of PV-values, the most critical features 

which influence the failure factors selection were 

specified as introduced in Table 4. 

 

independent features that effect on failure of agile 

software projects. If PV<0.05, the coefficient is 

statistically important. For instance, the PV for f11 

(p=0.01) is less than 0.05, therefore, this feature 

should be accepted. For that, those features with 

importance level (PV<0.05) and top coefficient 

values would be recognized as elects for being 

significant features influencing failure factors 

selection. 

Fig. 4 shows the points around the line. Thus, the 

data used is distributed according to natural 

distribution. Therefore, the data of independent 

factors is highly effect on the dependent factor. 

  The model was reconstructed using critical failure 

factors to improve the proposed model accuracy. The 

proposed new model was improved as shown in Fig. 

5 where the model accuracy is 90.5%. The random 

error rate was reduced to 10.4%. 
The model based on critical failure factors (CFF) 

outperform on the model based the failure factors of 

the proposed in the initial list (FFIL) in order to the 

accuracy and random error ratio, as shown below in 

Figs. 6 and 7. 
 

 
Figure. 5 Coefficients analysis based critical failure 

factors by using R programming 

      

Figure. 6 The comparison between model of CFF and 

model of FFIL in order to accuracy 
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Figure. 7 The comparison between model of CFF and 

model of FFIL in order to random error ratio 

 

 
Figure. 8 The accuracy of the proposed model compared 

to the state of the art models 

 

     The model of CFF outperforms on the model of 

FFIL in order to accuracy by 10.7% and random error 

ratio by 4.8%. 

    The accuracy of the proposed model outperforms 

on the state-of-the art methods as shown in Fig. 8. 

     The proposed model outperforms on the state of 

the art models in terms of the number of dimensions 

that are using to determine critical factors in agile 

software projects as shown in Fig. 9 and Table 5. 

 
Table 5. The number of dimensions of the proposed 

model compared to the state of the art models 

No Author’s No of 

Dimension 

Dimensions 

1 V. Lalsing 1 [2] 

2 H. Taherdoost 2 [2,4] 

3 K. Silva 3 [2,3,4] 

4 R. Ibrahim 1 [4] 

5 The Proposed 

Model 

4 [1,2,3,4] 

 

 
Figure. 9 The comparison between number of dimensions 

5. Conclusion and future work 

There is a major problem facing stakeholders in 

determining critical failure factors that affect agile 

software projects. This paper succeeded in 

determining critical failure factors of agile software 

projects by using multiple regression analysis. The 

proposed model is applied on R studio. The proposed 

model also is implemented by using two models, 

which are CFF and FFIL. The accuracy of CFF model 

is 79.8%, and random error ratio is 15.2%. The 

accuracy of FFIL model is 90.5%, and random error 

ratio is 10.4%. For that, the CFF model outperforms 

on FFIL model in order to accuracy and random ratio 

error. This paper succeeded in identifying 7 factors 

out of 19 factors that may affect the failure of agile 

software projects. Subsequently, reliability analysis 

and factor analysis were conducted to consolidate this 

preliminary list into a final set of 7 possible critical 

failure factors for each of the four project failure 

categories: organizational, people, process, and 

technical. It is recommended as a future work to use 

other intelligent techniques such as logistic 

regression in order to enhance the model accuracy 

and determining critical failure factors of agile 

software projects. 
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