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Abstract: Data relating to everyday phenomena can be recorded in the form of time series. Recently, modeling of 

time-series has become a topic of interest in data mining. Conducting an analysis of multivariate time series 

effectively is an essential task for decision-making activities in fields such as meteorology, medicine, and finance. 

Features selection is a key problem in the analysis of multivariate time series. Rainfall prediction, biomedical 

classification, pattern recognition, sensor network analysis and so on all have different input features. The problem is 

that these features have interdependencies and time-delay relationships. Currently, research on the selection of input 

features of these data still depends on whether they are linear or non-linear. In this paper, we propose a new 

integration strategy between Pearson Correlation and Symmetrical Uncertainty for relevant feature selection based 

on linear and non-linear relationships for multivariate time-series classification. We evaluated the goodness of fit of 

feature subsets using merit value. The meteorological data set was used to test the proposed method. The result 

showed that the method was able to reduce the number of features by 77.9% features and increase their merit value 

2.25 times compared to no input features selection. 

Keywords: Multivariate time series, Input selection, Irrelevant, Redundant, Linear and non-linear relationship, Merit 

value. 

 

 

1. Introduction 

Time-series data are familiarly used in diverse 

fields such as meteorology, medicine, finance, 

business, and sensor networking. Time-series 

modeling is required for prediction, clustering, and 

classification for decision-making. The data are 

taken from numerous observations at different time 

points, as in the case of multivariate time series 

(MTS). The MTS data often have a very high 

dimensionality. Prediction and classification of time 

series have been widely discussed in many fields 

and have recently attracted much attention in data 

mining research. Classifying a highly dimensional 

data poses a challenge because of the need to reduce 

the vast number of features. 

Several MTS Classification (MTSC) methods 

have been developed, including distance-based 

classification to determine the distance between two 

sequences of time series [1]. A second method is a 

feature-based classification by transforming the data 

sequence to a feature set prior to classification based 

on features availability in the MTS. Meanwhile, 

another approach is model-based MTSC without 

class labels. 

In this research, we analyzed MTS using a 

features-based approach. This approach was chosen 

because it has a simple and fast filter 

implementation. Feature selection, i.e. keeping the 

relevant features and removing redundant ones.  

MTSC is very important in data mining, for 

example for season classification in the field of 

climatologic/meteorology, classification of normal/ 

abnormal ECG/EEGs, or classification of product 

quality in manufacturing. Generally, MTSC 

problems are different from data mining 

classification. For example, the values of the 

attributes are ordered by time, there are tens or even 

hundreds of variables, and the length of data 

samples is different. Therefore, the traditional 
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approach of machine-learning for MTSC is 

problematic because all do to its tens/hundreds of 

features that could not be broken into univariate 

time series issues result in loss relationship between 

features [2]. 

There are several MTSC methods, among others 

instance-based classification [3] feature-based 

classification [4], and the model-based classification 

[5]. The focus of the first classification method is to 

predict the test sample based on similarity with 

training data. In general, MTS classifier uses 1-

nearest-neighbour, which is computed Euclidean 

distance and dynamic time warping (DTW). 

Meanwhile, feature-based MTSC is based on a 

number of variable predictors. Model-based 

classification is a classification determined by the 

specific interaction patterns between object classes 

for the MTS data. 

In MTS, there are commonly up to tens or 

hundreds of input features for classification, part of 

which are irrelevant and redundant. For 

computational efficiency, only relevant features 

should be selected. Redundancy among features can 

occur for either linear relationships, non-linear 

relationships, or both. Hence, the necessity of 

characteristics identification of the relationships 

between features to ensure that the selected features 

are relevant and free of redundancy.  

There are several methods for selecting relevant 

input features and removing redundant features in 

classification. Some are statistical based, such as 

correlation methods, chi-square and relief-F [6–8]. 

Another method is based on mutual information 

(MI) by utilizing information gain and entropy [9–

11]. Statistical methods identify the relevance and 

redundancy of a feature based on the linear 

relationships between features, while MI identifies 

the relevance and redundancy of a feature based on 

its non-linear relationships.  

One research implemented a feature selection 

method called Class Separability Feature Selection 

on a MTS using trace-based class separability 

criterion [12]. Another research proposed a feature 

selection method by using supervised classification 

within an information-theoretic framework [13], 

whereby MI is exploited for measuring the statistical 

relationships between a subset of features and the 

class labels of the samples.  

Two variables x and y have a linear relationship 

if any change in the value of x tends to be followed 

by y with a constant ratio [13, 14]. If the linear 

relationship x and y is plotted in a scatter diagram, 

the result will be a straight-line pattern. The 

relationships between input features and the 

relationships between input features and class labels 

can also be non-linear, so this condition is called 

‘non-linear relevant’. 

On the other hand, a relationship between 

variables x and y is non-linear if a change in the 

value of x tends to be followed by y at a non-

constant ratio [10, 15]. The relevance and 

redundancy of these two types of relationships must 

be identified before feature selection for MTSC.  

Several researches investigated feature-based 

MTSC, for example by utilizing the feature subset 

selection for pre-processing and applying data 

mining techniques for classification [16, 17]. In [4], 

a number of research feature-based MTSC methods 

to reduce the dimensions of MTS data with a 

different length of the period are compared.  

In [18] it is successfully demonstrated that the 

classification of feature-based MTS is faster than 

other methods. In [19] this is confirmed, where pre-

processing was used to select relevant features and 

remove redundant features before classification. 

However, MTSC is a complex problem, because the 

predictors can have many features, there can be 

many relationships between features, and they 

depend on the time variable.  

In fact, feature selection based on non-linear 

relationships does not always successfully identify 

relationships between features that are linear [20]. 

Conversely, feature selection based on linear 

relationships can fail to identify non-linear 

relationships. In this study, we used two approaches 

for selecting relevant features and removing 

redundant features. The main idea of this approach 

is to identify good features based on both linear and 

non-linear relationships. For linear relationships, the 

Pearson Correlation (PC) was used for relevant 

feature selection and redundant feature removal. For 

non-linear relationships, Symmetrical Uncertainty 

(SU) was applied. Both methods are needed since 

ones cannot replace the other. Therefore, both 

methods need to be integrated in order to obtain 

complete predictors, both those which have linear 

and non-linear patterns.  

Hence, in this paper, we propose a new strategy 

for selection of relevant input features from MTS 

based on linear as well as non-linear relationships 

using PC and SU namely Pearson Correlation and 

Symmetrical Uncertainty Filter (PCSUF) to produce 

a new features subset. These feature subsets are 

measured by the goodness of fit, which is called 

merit value.  

The PCSUF method provides the improvement 

of the performance of the MTS model. The PCSUF 

method was applied to the rainfall classification and 

obtains the good merit-value, therefore, it can be 

applied for other MTS data. We also compare the 
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PCSUF method to the Correlation-based Feature 

Selection (CFS) method. 

The rest of this paper is organized as follows. 

Section 2 introduces time series and relevant/ 

redundant features and discuss our methods, the 

algorithm used and case a study. Section 3 discusses 

the results and their analysis. Conclusions are drawn 

in section 4. 

2. The material and methods 

This section describes time series theory, 

methods for selecting relevant features and 

removing redundant features, the data used for the 

case study, and merit value. 

2.1 Time series 

A time series is a time-based sequences of data 

objects that have relationships with each other, 

written as: Xi(t); [i = 1, 2, 3,.., n, t = 1, 2, 3, .., m]. If 

the value of n > 2, known as MTS, while n = 1 is 

called a univariate time series (UTS). MTSC 

predicts the values of the attribute (class) targets 

based on a number of attribute predictors of the 

observed values of each temporal attribute 

(sequential) with the same time interval. The 

attributes can be inter-dependent or dependent 

between on the time variable.  

In the analysis of time series data, another 

important element that must be included is the time-

delay. This factor occurs between variables or 

between variables and class labels. For MTSC, it is 

necessary to formulate the input of variable time-

delay using the Cross-Correlation Function (CCF) 

technique as expressed in Eq. (1) [21], where rxy(T) 

is the correlation between variable x and variable y 

at time period T and xy is covariance(x,y), xx(0) is 

variance(x) and yy(0) is variance(y).  

 

(1) 

If we have the relationship between two time- 

series, yt and xt, we can also identify the relationship 

between the series yt to past lags of the series xt+h 

using a sample CCF. xt+h is variable x with a lag of h. 

If xt+h correlates significantly with response variable 

yt, then it can be a predictor for y. Lags h can be 

either positive or negative where a negative value of 

h represents the value of variable x in the previous h 

period, which will be correlated with the value y at 

time t. 

The CCF value gives the correlation between xt-2 

and yt. When one or more xt+h, with negative h, are 

predictors of yt, it is sometimes said that x leads y. 

We can test the hypothesis that the two series xt and 

yt are cross-correlated by comparing the sample 

CCF rxy (T) with their approximate standard error: 

 
(2) 

2.2 Relevant and redundant features 

We need a definition for features that are 

originally assumed relevant predictors for the class 

label. In [22], the feature set is divided into three 

subsets of features that are mutually exclusive, i.e. 

strongly relevant, weakly relevant, and irrelevant 

features. The first subset must exist and be 

maintained as a predictor of optimal features. It 

cannot be removed because this would affect the 

outcome of the prediction of the class labels. The 

second subset is less necessary as a predictor feature, 

except in certain conditions. The last subset is not 

required as a predictor feature in any condition. An 

optimal predictor is composed of all the strongly 

relevant features, most of the weakly relevant 

features and none of the irrelevant features. 

Creating the relevant feature subset still faces 

another problem, namely redundancy between 

features. This occurs because of a significant 

correlation between two features.  

A formal definition of redundant features is 

required in order to identify and design a method to 

remove these redundant features. Features that are 

weakly relevant should be separated into features 

that are redundant and those that are not redundant. 

Therefore, we need an efficient way to obtain 

optimal features predictors (see Fig. 1 (c) and (d)). 

We evaluate relevant and irrelevant features in a 

subset as a linear relationship using Pearson’s 

Correlation (PC) as expressed in Eq. (3) [23], where 

xy is a correlation between variable x and variable y. 

xy declared significant if its value is higher than a 

critical value in the PC table with a certain degree of 

freedom (DOF) and significant level (SL).  

 

(3) 

For evaluating a non-linear relationship between 

variables and between variables and class labels, we 

use symmetrical uncertainty (SU). SU is formulated 
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Figure. 1 Irrelevant, relevant and redundant features 

 

based on entropy and information gain If we have 

variable x, then the entropy is defined as expressed 

in Eqs. (4) and (5) [24], where P(xi) is the prior 

probabilities for all values of X, and P(xi|yi) is the 

posterior probability of X given the values of Y.  

 

(4) 

 
(5) 

The entropy of variable X after observing the values 

of another variable Y is defined as expressed in Eq. 

(6). The amount by which the entropy of X 

decreases provides additional information about X 

provided by Y.  

 (6) 

However, information gain is biased in favor of 

features with more values. Furthermore, feature 

values have to be normalized to ensure that they are 

comparable and have the same effect. Therefore, we 

choose SU (Eq. (7)), which is suitable for discrete 

data. If the data is continuous, it is necessary to 

execute the process of discretization. 

SU(X, Y) is declared significant if its value is 

higher than a critical value from the Chi-Square 

table with a certain DOF and SL.  

In this research, we used merit-value to measure 

the performance of PCSUF feature selection. There 

are several previous studies using merit-value to 

measure the optimality of CFS performance, such as 

drought modeling [25] that achieve merit-value 0.5-

0.9 with selected features from 24 to 15, epileptic 

classification [26] and forest-fire modeling [27] that 

achieve the high performances of the constructed 

models.  

The advantages of using merit-value measure are 

that execution is faster than other methods, 

especially on large numbers of features and 

independent of the classifier [28, 29]. Merit-value is 

calculated by Eq. (8) where if the merit value is 

higher, then the feature subset is better [30].  

 (8) 

z,C is the merit value between an input feature 

and a class label. z,i is the average correlation 

among inter-correlations, that is the correlation 

between predictors and class labels and i,i is the 

average correlation among intra-correlations, that is 

the correlation among predictors, and k is the 

number of features. 

2.3 Algorithm 

The proposed method for relevance and 

redundancy analysis can be implemented by using 

the PCSUF) algorithm. The PCSUF algorithm is a 

 

Figure. 2 Selection of relevant features 

 
(7) 
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Figure. 3 Removal of redundant features 

 

further development of the FCBF algorithm [22] and 

ECMBF algorithm [31]. Figs. 2 and 3 show that it 

consists of three phases:  

a. Select the relevant features subset based on 

linear and non-linear relationships between 

features and class labels (Fig. 2).  

b. Remove the subset of redundant features based 

on linear relationships (left-side of Fig. 3) and 

remove the redundant non-linear relationships 

(right-side of Fig. 3).  

c. Try various combinations of values for α and β 

to get the S best ones (Fig. 3).  

2.4 Case study: climate data 

Rainfall modeling is an important problem that 

conducted in many fields, such as agriculture, water 

resources management, hydrology and facility 

maintenance and control. Several previous works 

applying numerical, statistical and soft computing 

approaches were unable to provide accurate models 

[32]. 

An important component in identifying patterns 

is a measurement of climate variables, i.e. air 

temperature, relative humidity, air pressure, water 

evaporation, wind speed, sea surface temperature, 

and duration of solar radiation [32]. Research related 

to climate modeling and prediction of rainfall, 

especially for the region of Indonesia, still use 

partial climatic variables that do not completely 

describe the relationships between climate factors. 

In this study, we add global variables and take 

into account their relationship with time-lag. The 

addition of input variables makes the model more 

comprehensive but inefficient in the computing 

process. Therefore input variable selection by 

eliminating redundant predictors must be done [33]. 

Local observation data were obtained from 

weather observation station class I “Juanda” of the 

Indonesian Agency for Meteorology, Climatology, 

and Geophysics (BMKG), located in East Java 

(Coordinates: S 07o22’38”, E 112o22’38”, WMO 

ID: 96935). This weather station observes an area of 

30 km2 in Surabaya and surroundings. 

The Local features recorded by this station are 

daily rainfall, relative humidity (RH), minimum/ 

mean/maximum temperature, and solar radiation 

(SR). The daily observation period covers 11 years, 

January 1, 2006 until December 31, 2016. Fig. 4 

shows a time series plot for average minimum 

temperature /month, average solar radiation and 

humidity. 

Global variable data (climate indices) was 

obtained from The Royal Netherlands 

Meteorological Institute (KNMI), available online 

(http://climexp.knmi.nl). It Includes 6 variables: 

Nino3, Nino4, Nino34, sea-surface temperature 

(SST), air pressure (AP) and Southern Oscillation 

Index (SOI). The monthly observation period cover 

are 11 years, January 2006 until December 2016. 

Nino34 stands for SST anomalies in the 

Equatorial Pacific 5°S to 5°N latitude and 170°W to 

120°W longitude; Nino3 stands for SST anomalies 

in the Pacific over the region 5°S to 5°N latitude, 

150°W to 90°W longitude; Nino4 stands for SST 

anomalies in the Pacific(150°W-160°E and 5°N-

5°S); SOI stands for differences in surface air 

pressure between Tahiti and Darwin; SST stands for 

anomalies in The Java Sea and anomalies in the 

Indian Ocean south of Java. 

Because we wanted to evaluate the relationships 

between features and class labels in a monthly 

period, we first had to aggregate daily data to 

monthly data. In order to get monthly rainfall, we 

accumulated the daily data for each month. For 

monthly maximum/minimum temperature, we chose 

a maximum/minimum value of each month. For 

monthly mean temperature, humidity and solar 

radiation, we averaged the daily data for each month. 

http://climexp.knmi.nl/
http://climexp.knmi.nl/
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Figure. 3 Min. temperature, humidity and solar radiation, 

Jan 2006-Dec 2016 

Figure. 5 Histogram of monthly rainfall in Surabaya 

 

Class labels were created by discretization of 

monthly rainfall. If the monthly rainfall value was 

between 0 and 100 mm, the class label is 0 (no 

rain/low rainfall rate) and if the rainfall value was > 

100 mm, the class label is 1 [34]. Fig. 5 explains the 

characteristics of monthly rainfall. 

3. Result and discussion 

Fig. 6 shows the input feature selection process 

for the meteorological data set. As the first step, for 

the identification and generation of time-lag features, 

we used CCF on the local/global variables and the 

rainfall class label. Fig. 7 shows the CCF 

correlogram between rainfall class and minimum 

temperature (min_T). This figure shows that CCF 

produced 8 time-delay features for min_T that were 

significantly correlated with rainfall because the 

cross-correlations were higher than UCL/LCL (0.1/-

0.1). We took only positive lags from CCF 

correlogram.  
 

 

 

Figure. 6 Relevant and not redundant features for rainfall 

classification 

 

 
Table 1. Significant time lag features 

Figure. 7 CCF of rainfall and minimum temperature 

 

All results of CCF for time-delay features with a 

significant correlation are shown in Table 1. There 

were 57 significant time-delay features so that the 

total number of input variables was 68 features, 

including five local features and six global features 

as predictors.  
In the second step, we selected the linear and 

non-linear relevant input features using PCSUF with 

SL = 0.05 and DOF = 130 in the PC table so that the 

significant correlation was xy > 0.178. We got 48 

linear relevant features. We also identified the non-

linear features that were relevant by using SU.  

Original 

Features 

Time-Lag (k) 

1 2 3 4 5 6 7 8 9 10 11 12 

min_T    -   - - -    

max_T - -     - -    - 

mean_T   - - -    - - -  

RH       - -     

SR  - -     - -    

Nino3 - - - - - - - -     

Nino4 - - - - - - - -     

Nino34 - - - - - - - -   -  

SST     - - -    - - 

AP - - - - - - -    - - 

SOI - - - - - - - - - - - - 

 : significant correlation 
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The significant features were found for SU > 

0.103 with DOF = 2 and SL= 0.05 at 2 table. We 

got 32 linear relevant features, 17 non-linear 

relevant features and 16 were intersection linear and 

non-linear relevant features, as shown in Fig. 8.  
In the third step, we removed the redundant 

features using PCSUF by trying out various  and  

values from  = 0.2;  = 0.2 to  = 0.7;  = 0.7 with 

 = 0.1. Furthermore, the goodness of fit of the 

results of relevant feature selection and redundant 

feature removal were measured using merit value.  

In the fourth step, to evaluate the efficiency of 

the selection mechanism of the input variables, we 

measured the merit value. That measurement was 

used for two conditions: with feature selection and 

without feature selection for classification of rainfall. 

Table 2 presents the results of measuring the merit 

value and the number of selected features.  

  We tested the new strategy on six different 

scenarios, i.e. computing the merit value by using 

the 11 original features as the first scenario and 

without feature selection as the second scenario. The 

third scenario used relevant feature selection without 

redundant feature removal. The fourth scenario 

involved feature selection and redundant feature 

removal only with the PC method for different α 

values.  

Meanwhile, in the fifth scenario, we used feature  

 

Figure. 8 Relevant features for rainfall classification 

 

Figure. 9 Relevant and not redundant features for rainfall 

classification 

 

selection and redundant feature removal for non-

linear relationships by using the SU method with 

various β values. In the last scenario used feature 

selection and redundant feature removal with 

PCSUF. The best results for the PCSUF scenario 

and the five other scenarios are shown in Table 2. 

When no feature selection was applied (first and 

second scenario), then the resulting feature set was 

not effective, i.e. the merit value was low.  

Using the third scenario, the resulting feature set 

was quite effective, with merit value increased twice, 

but not efficient enough because the number of input 

features was reduced by 29% from the original 

number of input features. The resulting feature set of 

the third scenario was insufficiently effective, with 

the merit value lower than in the second scenario.  

In our case study, the PCSUF method produces 

selected features from 68 to 15 as shown Fig. 9 with 

merit-value 0.666 compared to the CFS method [25] 

obtain selected features from 68 to 8 with merit-

value 0.341. Based on the literature [25], the 

acceptable of merit-values is 0.5-0.9. Therefore, 

PCSUF method obtains better merit-value than CFS 

method.  

4. Conclusions 

The process of identifying relationship patterns 

between input features and class labels or among 

input features is preferred before MTSC modeling. 
This is done in order to determine the appropriate 

method for feature selection, either PC, SU or 

PCSUF. Due to the PC method cannot fully identify 

the patterns of non-linear relationships, while the SU 

method cannot fully identify to the patterns of linear 

relationships. 

A new integration strategy, PCSUF, for selecting 

relevant features based on linear and non-linear 

relationships was successfully implemented. This 

method produced a number of efficient input 

features in a MTSC problem. In a case study using 

climatological MTS data from “Juanda” weather 

 

 Table 2. Merit value and feature number 

 

Methods 

Merit Value (Features Number) 

All 

Features 
PC SU PCSUF 

Original 

Features 

0.295 

(11) 
- - - 

No Feature 

Selection 
0.296 

(68) 
- - - 

Select 

Relevant 
0.650 

(49) 

0.653 

(48) 

0.457 

(17) 
- 

Select 

Relevant & 

Redundant 

Removal   

- 
0.341 

(8) 

0.667 

(9) 

0.666 

(15) 
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station, PCSUF managed to reduce the number of 

input features to 22.1%. Using only 15 input 

features out of 68 features, its merit value was 

increased 2.25 times. 

Compared with no elimination of redundant 

features and feature selection based on linear 

relationships, PCSUF was more efficient in terms of 

the number of input features and more effective in 

terms of merit value. 

Comparing PCSUF with SU, particularly for 

effectiveness, the results were relatively similar, i.e. 

they both detected all relationship patterns between 

features and class labels for both linear and non-

linear relationships. 

For the time-delay feature, CCF was still used, 

which assumes a linear time dependence. In future 

research, we aim to develop non-linear time 

dependencies to create the time-delay feature. Next, 

we need general goodness of fit to measure optimal 

input feature selection applying to both linear and 

non-linear associations. This is because the merit 

value only measures the results of feature selection 

based on linear relationships.  
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