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Abstra
t

Milaszewi
z, [Milaszewi
 J.P, Linear Algebra. Appl. 93,1987, 161−170℄ presented
new pre
onditioner for linear system in order to improve the 
onvergen
e rates of

Ja
obi and Gauss-Seidel iterative methods. Li et al.,[Li Y., C., Li, S. Wu, Appl.

Math.Comput. 186, 2007, 379−388℄ applied this pre
onditioner and provided 
on-

vergen
e theorem for modi�ed AOR method. Yun and Kim [Yun J.H., S.W. Kim,

Appl. Math. Comput. 201, 2008, 56-64℄ pointed out some errors in Li et al.

′
s

theorem and provided some 
orre
t results for 
onvergen
e of the pre
onditioned

AOR method. In this paper, we analyze their 
onvergen
e properly and propose

a new theorem for irredu
ible modi�ed AOR method. In parti
ular, based on di-

re
ted graph, we prove that the 
onvergen
e theorem of Li et al. is true, without

any additional assumptions.

Keywords: Pre
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1 Introdu
tion

Let us 
onsider the following linear systems

Ax = b, (1)
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where A ∈ Rn×n
and b, x ∈ Rn

. Many of the problems that arise in te
h-

nologi
al, industrial and s
ien
e situations are linear systems and there are

some reliable methods for solving this 
lass of problems; see [1�12℄ and the

referen
es therein. The basi
 iterative method for solving Eq.(1) 
an be rep-

resented as:

x(i+1) =M−1Nx(i) +M−1b, i = 0, 1, ... (2)

where x(0) is an initial ve
tor and M−1N is the iteration matrix. For sim-

pli
ity, but without loss of generality, we assume that diag(A) = I and,

A = I − L− U, (3)

where I, is the identity matrix, L and U are stri
tly lower and stri
tly upper

triangular matri
es of A, respe
tively. If A =M−N , whereM is nonsingular,

then the basi
 iterative method for solving Eq.(1) is Eq.(2). This iterative

pro
ess 
onverges to the unique solution x = A−1b for any initial ve
tor

value, if and only if the spe
tral radius of the iteration matrix is smaller

than one; i.e, ρ(M−1N) < 1.There are some spe
ial iterative methods for

solving a linear system Eq.(1) based on Eq.(2). For example, the accelerated
overrelaxation iterative method (AOR) is as follows ;

x(i+1) = Lr,wx
(i) + (I − rL)−1wb, i = 0, 1, ...

where (w, r) are real parameters with w 6= 0, and:

Mr,w =
1

w
(I − rL), Nr,w =

1

w
[(1− w)I + (w − r)L+ wU ],

Tr,w = (I − rL)−1[(1− w)I + (w − r)L+ wU ]. (4)

A pre
onditioner is de�ned as an auxiliary approximate solver whi
h will

be 
ombined with an iterative method. Furthermore, a

ording to 
riti
al

importan
e of spe
tral radius, in pre
onditioning, we �nd a more desired

spe
tral radius. Therefore, the basi
 idea of pre
onditioned iterative methods

is to transform Eq.(1) into the following pre
onditioned form

PAx = Pb, P ∈ Rn×n. (5)

where P is a linear operator and 
alled the pre
onditioner. Let

Ā = PA = D̄ − L̄− Ū . (6)
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If we use the AOR method for the modi�ed linear system (5), then we get

the pre
onditioned AOR iterative method whose iteration matrix is

T̄r,w = (D̄ − rL̄)−1[(1− w)D̄ + (w − r)L̄+ wŪ ], (7)

In literature, various authors have suggested di�erent models of (I+S)-type

pre
onditioner for the above mentioned problem [1�6, 8�12℄ This is a paper

motivated by studying of some previous works and possible gaps or missing

details in there in. Milaszewi
z [1℄, presented the pre
onditioner

P = I + S. (8)

where the elements of the �rst 
olumn below the diagonal of A eliminate and,

S =




0 0 · · · 0
−a21 0 · · · 0
−a31 0 · · · 0
.

.

.

.

.

. · · · .

.

.

−an1 0 · · · 0



. (9)

Then Ā = (I + S)A = I − L− U + S − SL− SU = D̄ − L̄− Ū , where,

D̄ = I − D̄1, L̄ = L− S + SL+ L̄1, Ū = U + Ū1, (10)

where, D̄1, L̄1, Ū1 are diagonal, stri
tly lower and stri
tly upper triangular

parts of SU = D̄1+ L̄1+ Ū1, respe
tively. Furthermore, for (i = 2, · · · , n) we
have:

Ā = (āij) = (aij)− (ai1)(a1j). (11)

Hen
e, when A is Z-matrix (see the following de�nition), for any j 6= i, 1; we
have:

aij 6= 0 ⇒ āij 6= 0. (12)

Li et.al [2℄, applied the Milaszewi
z's pre
onditioner and provided 
onver-

gen
e theorem for the pre
onditioned AOR iterative method. However, sin
e

this theorem was proved under the in
orre
t lemma, Yun and Kim in [3℄

stated that this theorem is not generally true. These authors, under ad-

ditional assumptions provided some 
orre
t results for 
onvergen
e of the

pre
onditioned AOR method. In this paper, we propose a new theorem for

irredu
ible L-matrix. In parti
ular, based on dire
ted graph, we prove that

the mentioned 
onvergen
e theorem of [2℄ is true, without any additional

assumptions.
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2 Main Results

We begin with some basi
 notations and preliminary results whi
h we refer

to later.

De�nition 1. ([6, 7℄). A matrix A = (aij) is 
alled a Z-matrix if for any

i 6= j; ai,j ≤ 0 and a Z-matrix is an L-matrix, if aii > 0. A(2 : n, 2 : n)
denotes the submatrix of A whose rows are indexed by (2, 3, ..., n) and 
olumns

by (2, 3, ..., n). For an n× n matrix A, the dire
ted graph Γ(A) of A is

de�ned to be the pair (V,E), where V = {1, · · · , n} is a set of verti
es and

E = {(i, j) : aij 6= 0, i, j = 1, · · · , n} is a set of ar
s. A path from i to j of

length k in Γ(A) is a sequen
e of verti
es σ = (i0, i1, · · · , ik) where i0 = i and
ik = j su
h that (i0, i1), (i1, i2), · · · , (ik−1, ik) are ar
s of Γ(A). A dire
ted

graph Γ(A) is strongly 
onne
ted if for any two verti
es i , j, there is a path

from i to j in Γ(A). A matrix An×n is said to be irredu
ible if Γ(A) is strongly

onne
ted.

Lemma 1. ([7℄). If A be a nonnegative and irredu
ible matrix, then;

(i) A has a positive real eigenvalue equal to its spe
tral radius,

(ii) For ρ(A) > 0, there 
orresponds an eigenve
tor x ≥ 0,
(iii) ρ(A) does not de
rease when any entry of A is in
reased.

Theorem 1. ([2℄, Theorem 1). Let Tr,w and T̄r,w be the iteration matri
es of

Eqs.(4)and(7) of the AOR method and 0 ≤ r ≤ w ≤ 1. If A is an irredu
ible

L-matrix and there exists a nonempty set α ⊂ N1 = {2, 3, · · · , n} su
h that{
0 < a1iai1 < 1, if i ∈ α,
a1iai1 = 0, if i ∈ N1 − α.

Then we have;

(i)If ρ(Tr,w) < 1 ⇒ ρ(T̄r,w) < ρ(Tr,w).
(ii)If ρ(Tr,w) = 1 ⇒ ρ(T̄r,w) = ρ(Tr,w).
(iii)If ρ(Tr,w) > 1 ⇒ ρ(T̄r,w) > ρ(Tr,w).

Sin
e, above theorem was proved under the assumption that T̄r,w is irre-

du
ible, Yun and Kim in [3℄ by a 
ounterexample, show that it is not generally

true; (see [3℄, Example 3.1) and under additional assumptions provided the

following result 
orresponding to Theorem 1:
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Theorem 2. ([3℄, Theorem 3.3). Let Tr,w and T̄r,w be de�ned by (4) and (7),

0 ≤ r ≤ w ≤ 1, and A(2 : n, 2 : n) be an irredu
ible submatrix of A. If A
is an L-matrix and there exists a nonempty set α ⊂ N1 = {2, 3, · · · , n} su
h

that

{
0 < a1iai1 < 1, if i ∈ α,
a1iai1 = 0, if i ∈ N1 − α.

Then we have;

(i)If ρ(Tr,w) < 1 ⇒ ρ(T̄r,w) < ρ(Tr,w).
(ii)If ρ(Tr,w) = 1 ⇒ ρ(T̄r,w) = ρ(Tr,w).
(iii)If ρ(Tr,w) > 1 ⇒ ρ(T̄r,w) > ρ(Tr,w).

Now, we establish alternative results in the following theorems;

Theorem 3. Let A be an irredu
ible L-matrix and there exists a nonempty

set α ⊂ N1 = {2, 3, · · · , n} su
h that

{
0 < a1iai1 < 1, if i ∈ α,
a1iai1 = 0, if i ∈ N1 − α.

Then Ā(2 : n, 2 : n) is an irredu
ible sub-matrix of Ā.

Proof. Sin
e A is an irredu
ible, then for any i, j ∈ N1 = {2, 3, ..., n} there

is a path σ = (i0, i1, · · · , ik+1) from i(= i0) to j(= ik+1) in a dire
ted graph

of A.
If ∀s ∈ {1, 2, · · · , k};is > 1, then from Eq.(12) we have σ ∈ Γ(Ā).
If ∃s ∈ {1, 2, · · · , k};is = 1, then we have:

σ1 = (i0, i1, · · · , is−1), σ2 = (is+2, is+2, · · · , ik+1), is−1 ∈ N1.

If ais−1,is+1
6= 0, then from Eq.(12), σ̄ = (σ1, σ2) ∈ Γ(Ā);

If ais−1,is+1
= 0, sin
e A is an irredu
ible, there is a path ξ = (is−1, p1, p2, · · · , pl, is+1) ∈

Γ(A) from is−1 to is+1.

Now, if ∀i; pi > 1, then from Eq.(12) we have σ̄ = (σ1, ξ, σ2) ∈ Γ(Ā), and if

p1 = 1, pi > 1, then ap1,p2 = a1,p2 6= 0, then from Eqs.(11) and (12) we get:

āis−1,p2 = ais−1,p2 − (ais−1,1)(ai1,p2).

Hen
e, Ā(2 : n, 2 : n) is an irredu
ible sub-matrix of Ā and the proof is


ompleted.✷
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Theorem 4. Let A be an irredu
ible L-matrix and the 
onditions of Theorem

1 are satis�ed; Then;

(i)If ρ(Tr,w) < 1 ⇒ ρ(T̄r,w) < ρ(Tr,w).
(ii)If ρ(Tr,w) = 1 ⇒ ρ(T̄r,w) = ρ(Tr,w).
(iii)If ρ(Tr,w) > 1 ⇒ ρ(T̄r,w) > ρ(Tr,w).

Proof. Sin
e A is an irredu
ible L-matrix, by Lemma 1:

∃ x > 0 s.t Tr,wx = λx, (13)

where, λ = ρ(Tr,w) and,

Tr,w = (1− w)I + w(1− r)L+ wU +H,

where, H is a nonnegative matrix. Moreover, with similar to the proof of

Theorem 1, we get:

T̄r,wx− λx = (λ− 1) ((D̄ − rL̄)−1(D̄ + rL̄+ (1− r)s)︸ ︷︷ ︸
z

x,

T̄r,w = (1−w)I+w(1−r)D̄−1L̄+wD̄−1Ū+H̄ =

(
1− w ≥ 0 (T̄12)1×n−1 ≥ 0
(0)n−1×1 (T̄22)n−1×n−1≥0

)
,

(14)

where, H̄ is nonnegative matrix. By Theorem 3, Ā(2 : n, 2 : n) is an irre-

du
ible sub-matrix of Ā .Therefore, T̄22 is irredu
ible. Then by Lemma 1 and


hoosing:

x =

(
(x1)1×1

(x2)n−1×1

)
≥ 0, z =

(
(0)1×1

(z2)n−1×1

)
≥ 0,

we have:

(
1− w (T̄12)1×n−1

(0)n−1×1 (T̄22)n−1×n−1

)(
x1
x2

)
− λ

(
x1
x2

)
= (λ− 1)

(
0
z2

)
.

Thus with 
ontinue in the proving pro
ess of Theorem 2 ([3℄, Theorem3.3)

the proof is 
ompleted.✷
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3 Numeri
al experiments

In this se
tion, we give some examples to illustrate the results obtained in

previous se
tions.

Example 1. Consider a 4× 4 matrix A of the following form:

A =




1 −0.1 0 −0.1
−0.1 1 −0.1 0
0 0 1 −0.1

−0.1 0 0 1


 .

It is 
lear that A is an irredu
ible L-matrix and α = {2, 4} (i.e, 0 < a12a21 <
1, 0 < a14a41 < 1, and a13a31 = 0 ). The pre
onditioned matrix is:

Ā = (I + S)A =




1 −0.1 0 −0.1
0 0.99 −0.1 −0.01
0 0 1 −0.1
0 −0.01 0 0.99


 .

And then,

Ā(2 : n, 2;n) =




0.99 −0.1 −0.01
0 1 −0.1

−0.01 0 0.99


 ,

is an irredu
ible sub-matrix of Ā. Assume that 0 ≤ r ≤ w ≤ 1 and Eq.(7)

we obtain:

T̄r,w =

(
1− w (T̄12)1×3

(0)3×1 (T̄22)3×3

)
,

T̄12 =
(

w
10

0 w
10

)
,

T̄22 =




1− w 10w
99

w
99

0 1− w w
10

w(1−r)
99

10rw
9801

1− w + rw
9801


 .

where, T̄r,w is nonnegative matrix. Furthermore, sin
e Ā(2 : n, 2;n) is an

irredu
ible matrix, then T̄22 is irredu
ible. Therefore, we 
an see the results

of Theorem 4.

For example, for w = 1 and r = 0.8, the spe
tral radius of AOR method

is 0.0931, wheras the spe
tral radius of preconditioned AOR method with
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Milaszewicz′s preconditioner is 0.0286.

Example 2. (Appli
ation to the model 
onve
tion-di�usion equa-

tion)

Consider the three-dimensional 
onve
tion-di�usion equation

−(uxx + uyy + uzz) + 2ux + uy + uz = f(x, y, z),

on the unit 
ube domain Ω = [0, 1] × [0, 1], with Diri
hlet boundary 
ondi-

tions. When the seven-point �nite di�eren
e dis
retization, for example, the


entered di�eren
es to the di�usive terms, and the 
entered di�eren
es or

the �rst-order upwind approximations to the 
onve
tive terms are applied to

the above model 
onve
tion-di�usion equation, we get the system of linear

equations Eq.(1) with the 
oe�
ient matrix

A = Tx ⊗ I ⊗ I + I ⊗ Ty ⊗ I + I ⊗ I ⊗ Tz,

where, the equidistant step-size h = 1/n + 1 is used in the dis
retization on

all of the three dire
tions and the natural lexi
ographi
 ordering is employed

to the unknowns. In addition,⊗ denotes the Krone
ker produ
t, and Tx , Ty,
and Tz are tridiagonal matri
es given by:

Tx = tridiagonal[−2 + 2h

12
, 1,−2− 2h

12
],

Ty = Tz = tridiagonal[−2 + h

12
, 0,−2− h

12
].

For details, we refer to [13, 14℄. Then, we solved the n3 × n3
matrix yielded

by the AOR s
heme and preconditioned AOR method.

In Table 1, we report the CPU time for the 
orresponding s
hemes with

di�erent parameters. The initial approximation of x(0) is zero ve
tor and we


hoose the right- hand side ve
tor, su
h that X = (1, 1, ..., 1)T be the solution

of Ax = b. The stopping 
riterion when the 
urrent iteration satis�es is

tol < eps = 10−10
. Form the point of view of the CPU time, we 
an see that

the preconditioned AOR method performs mu
h better than AOR method.

4 Con
lusion

In this paper, we have studied a pre
onditioned method for linear systems.

Convergen
e properties of this method for irredu
ible L-matrix were dis-
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Tab. 1: Numeri
al results for Example 2

n N = n3 w r AOR Preconditioned AOR
5 125 0.8 0.5 0.0183 0.0049

7 343 0.8 0.5 0.0674 0.0092

9 729 0.95 0.9 0.1879 0.1509

10 1000 0.95 0.9 0.5343 0.3224


ussed. In parti
ular, based on dire
ted graph, we proved that the mentioned


onvergen
e theorem of [2℄ is true, without any additional assumptions.
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