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ABSTRACT

The tasks of designing complex dynamic systems (an agricultural machine, a car, a metalworking
machine) are always multi-criteria, since choosing a reliable option needs taking into account many various
requirements for the technical systems. The methodologies and methods of dynamic systems research are
currently improving due to the need in developing a functional component that takes into account the unlimited
possibilities of computers, in some cases changing over to “virtual reality”. The purpose of the study is to reveal
the essence of a promising heuristic approach to the assessment of functional relationships between the
functioning elements of dynamic systems and variables describing the state of a given system.

Technological production processes can be considered as a dynamic system containing resistance
forces. In dynamic systems (machines), a transitory phenomenon occurs when starting and stopping, when
switching from one mode to another, as well as when resetting or increasing the working load. In many cases,
when studying transitory phenomena in dynamic systems, it is convenient to use not the classical method of
integrating differential motion equations, but an operational calculus based on a promising area of applied
mathematics — artificial neural networks, and one of the promising methods for the development and design
of various dynamic systems is simulation by artificial neural networks.

The technological process model for onion harvesting machines presented by artificial neural networks
is able to assess the qualitative indicators, separate functioning elements of the cleaning machine performance
out of input factors with different physical nature, while further research is based on previous model
constructions.

The methodology for modeling working processes of dynamic systems by using artificial neural networks
in the form of reality objects significantly expands the opportunities for arrangement and reuse of the results
obtained, makes it possible to use the analytical apparatus of the information theory (message transmission
in the presence of interference) for searching and optimizing the design and operating parameters of the
machines under development.

PE3IOME

Badayu rnpoekmuposaHusi CIIOXHbIX OUHaMUYECKUX cucmem (ceslbCKoxo3slicmeeHHasi MalluHa,
asmomoburib, Memasnoobpabamseigarouuli CmaHoK), ecez0a s18/1sIH0MCS MHO20KpUmMepuasbHbIMU, MOCKObKY
npu ebibope OOCMOBEPHO20 8apuaHma npuUXodumcs y4umbl8amb MHOXECmBO passiuydyHbIX mpebosaHul,
Komopble npedbsasnsomcest K mexHudeckum cucmemam. CosepuieHcmeosaHue memodorsioeuli U Memodos
uccnedosgaHuli OuHaMu4deckux cucmem 8 Hacmosiujee spemsi obycrioerneHo Heobxodumocmsio pa3pabomku
yHKYUOHanbHoU cocmasnaowel, ydumbieaouweli HeospaHUYEHHbIE 803MOXHOCMU 8bIYUC/IUMEbHbIX
MawuH, rnepexodsawux 8 pside criydaes 8 «supmyaribHyt0 peanbHocmb». Llenb uccriedogaHusi — pacKkpbimb
Cymb [ePCrieKmueHo20 38puUCMUYEecKoe0 rnodxo0a K OueHKe DYHKUUOHAaMbHbIX ces3el  MexOy
OYHKUUOHUPYOWUMU 3rieMeHmamMu OUHaMU4YeCcKUx cucmem U NepeMeHHbIMU, OruUChI8aoWUX COCMOsIHUe
OaHHOU cucmemsi.

TexHo02U4YeCKUE MPOUECChI rnpou3godcmea MOXHO paccMampueampe Kak OUHaMUYECKYH cucmemy,
codepxkawyto cunbl cornpomusneHus. B OuHamuydeckux cucmemax (MawuHax) nepexolHbIl npouecc
803HUKaem rpu ycKe U ocmaHosKe, npu rnepexode ¢ 00HO20 pexxuma Ha Opyaol, a makxe npu cbpoce unu
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ygesniudyeHuUU rosne3Holl Hazpy3ku. Bo MHozux cryyasix npu uccriedosaHuu rnepexodHbIX Mpoueccos 8
OuHamu4yeckux cucmemax yO0bOHO [10/1b308aMbCA HE K/IaCCUYECKUM MemoOOM UHMeapuposaHust
OupgbepeHyuanbHbIX ypasHeHUU O8UXeHUSs, a orepayuoHHbIM UCHUC/IEHUEM, 8 OCHO8E KOMOPO20 1exXum
nepcriekmueHasi obnacme npuknadHoU MamemMamuKku — UCKYCCMBEHHbIe HEeUpPOHHbIe cemu, a OOHUM U3
rnepcrekmueHbix Memooos pa3pabomku U MPOeKMUPO8aHUs PasfuyYHbIX OUHaMUYeCKUX cucmem sigrissemcst
Memood MoOesnupo8aHUsi UCKYCCMBEHHbIMU HEUPOHHbIMU CemMsiMU.

Modernb mexHonoauyeckozo npouecca pabombsl MawuHbl Onsi y6OpKU riyka, npedcmasrieHHasi
UCKYCCMBEHHbIMU HEUPOHHbIMU CemsiMu UMeem B03MOXHOCMb OUEHKU Ka4yeCmeeHHbIX rokazamenel
pabombi omoeribHbIX (OYHKUUOHUPYIOWUX 37IeMEeHMo8 ybopoyYHOU MaliuHbl om 8X00HbIX (hbaKkmopos,
obnadarowux pasHol u3sudeckol rnpupodol, npu amom OanbHeliwee uccrnedosaHus basupyromcsi Ha
npedwecmayoujux MoOesibHbIX MOCMPOEHUSIX.

Memodonozuss modenuposaHusi paboqyux npouecco8 OUHaMUYECKUX CcucmeM puUMEHEHUEM
UCKYCCMBEHHbIX HeUpPOHHbIX cemeli 8 esude 0b6bekmos peasnbHOU delicmeumesibHOCMU 3Ha4YumesibHO
pacliupsiem 603MOXHOCMU cucmemMamu3ayuu U rnoemopHO20 UCMO/Ib308aHUSI MOSTyYEeHHbIX Pe3yrbmamos,
obecriequgaem 803MOXHOCMb MNPUMEHEHUS] aHaIumu4YecKoao annapama meopuu uHgopmauuu (nepedadu
coobweHUl npu Hanuyuu fomex) Ofs foucka U onmuMu3auuu KOHCMPYKMUGHbLIX U  PEXUMHO-
MeXHOMI02UYECKUX napamempos paspabambieaeMbiX MalIUH.

INTRODUCTION

At the present moment, the most common method for designing and assessing the performance of
dynamic systems is system analysis. In the context of dynamic systems development, the following are
traditionally used: conceptual, physical, structural-functional, mathematical (logical-mathematical), simulation
modeling (Komashinsky 1.V., 2003). Modeling of dynamic systems based on a systemic approach is reduced
to building a model based on a "black box" principle (Shchennikov V.N., Shchennikova E.V., Sannikov S.A.,
2017). These models do not reveal the mechanism of the phenomena and therefore can only be used when
considering a specific process on an actual machine; hence they are not effective enough for in-depth studies
at the subsystem level and finding new design solutions (Garina S.V., Lyupayev V.M., Nikishin M.B., 2015).
When studying individual processes performed by dynamic systems and assessing their effectiveness based
on entropy criteria as an indicator of randomness or irregularity, there are various approaches to effectiveness
assessment (Garina S.V., Lyupayev V.M., Nikishin M.B., 2015).

The use of entropy quality assessment indicators when separating mixed volumes of heterogeneous
particles is considered as a measure of heterogeneity of this mixture's composition (Kamaletdinov R.R., 2012):

Hy = XiZ, x; log; X, (1)
where m— number of components, pcs;

Xj— component concentration.

The logical development of analytical descriptions for processes based on an entropy criterion is the
information model for separation of grain mixtures proposed by A.P. lofinov (Kamaletdinov R.R., 2012). In this
case, it is suggested that the degree of the composition change (equalization) is evaluated as the amount of
relative information E obtained after the mixture passes through the separator (Kamaletdinov R.R., 2012).
Neural networks have an advantage over the more traditional methods considered above, on the assumption
that when exact description of all existing interconnections is impossible, a certain set of indicators
characterizing the phenomenon under investigation can be defined. When no clear conceptual model is
available, it is not possible to apply regression methods (Kostenko M.Yu., Kostenko N.A., 2009).

MATERIALS AND METHODS

In machines, a transitory phenomenon occurs when starting and stopping, when switching from one
mode to another, as well as when resetting or increasing the working load (Komashinsky 1.V., 2003).

The qualitative indicators of the performance of dynamic systems, including an agricultural machine, are
influenced by a decent number of factors: soil and climatic conditions, types of the functioning elements used
(executive devices), technological and operating parameters of the machine (Lobachevsky Ya.P., Emelyanov
P.A., Aksenov A.G., Sibirev A.V., 2016). An artificial neural network transforms the vector of input signals (X
impacts) into the vector of output signals Y. An artificial neuron imitates, at a first approximation, the properties
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of a natural brain nerve cell (Komashinsky 1.V., 2003). An artificial neural network is a mathematical model of
a system containing simple elements (artificial neurons) connected and interacting with each other. It is known
that any natural or artificial system that comprises initial state (input message/signal) X (t) and final state (output
message) Y (t) is a classic understanding of the working processes of the machines, which is confirmed by the
generalized scheme of an artificial neuron (Komashinsky 1.V., 2003). Each neuron, including an artificial one,
must have some inputs to receive a signal. The signals arriving on the inputs are multiplied by their weights.
The first input signal is multiplied by the weight corresponding to this input. Then all products are transmitted
to the summation unit, which summarizes all input signals multiplied by the corresponding weights. The
activation function converts the weighted sum which is the output of the neuron. As activation function of neural
elements, the hyperbolic tangent or sigmoid function is usually used. If the corresponding elements have the
same activation function, the network is called homogeneous, otherwise — heterogeneous (Komashinsky 1.V.,
2003).
Enfrance  Neuron with \)I\EEfDF input

~N

Fig. 1 — Generalized scheme of an artificial neuron

The principal distinction of a neural network from other statistical models is that it is not programmed in
the usual sense of the word, it is trained (Komashinsky 1.V., 2003). The training principle is to adjust the
parameters of all neurons using the developed algorithm so that the network behaviour meets the desired
requirements, which is identical when setting up agricultural machines for optimal operation. Due to its non-
linear nature and fundamental similarity with brain activity, neural networks as they undergo training can
identify the most complex relationships between the parameters of the input vectors, without requiring vast
expenditures on computing resources. It is most appropriate to use neural networks as a statistical model due
to the large number of their advantages. A neural network is hardware and software set of artificial neurons
taking the vector parameters as input, multiplying them by appropriate weights, then summarizing the values
obtained and determining the output value according to the established activation function. The intended
purpose of machine operation, for example, an agricultural machine, is to transform the initial properties of the
material interacting with the machine's executive devices into the required ones, which (Sibirev A.V., Aksenov
A.G., Dorokhov A.S., 2018), by analogy with an artificial neural network, represents transformation of an input
signal into a specific output signal. The technological process of agricultural machine operation is a
technological chain consisting in parallel and/or successive individual operations performed by functioning
elements, including a set of technological actions for transformation of mechanical, energetic, physical,
biological and other indicators in a particular object (Kuzmin V.A., Fedotkin R.S., Kryuchkov V.A., 2017). The
beginning of agricultural machine executive body interaction with the material being processed should be
considered as an artificial neuron's input. Later on, this signal, depending on how the process progresses, is
subjected to transformation. Each signal is multiplied by the corresponding weight, which, by analogy with the
actual technological process of an agricultural machine, corresponds to the effect of technological and
operating parameters of the executive device on the processing quality of the interacting material.

The executive devices of an agricultural machine affect the material being processed in order to change
its properties, which corresponds to the meaning of the activation function transforming the weighted sum of
input signals into the desired neuron output. Activation functions (transfer functions) of a neuron may be
presented in various ways (Borisova L.V., Dimitrov V.P., 2017).

RESULTS

Using an exponential, logistic or any S-shaped function (according to V.P. Goryachkin), it is possible to
determine the total duration of individual development periods of the phenomenon (process) under study, the
intensity of its development at any given time, which is displayed by the process development diagram
presented in Figure 2.
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Fig. 2 — Graphical representation of the development of the agricultural process

When neural network is trained, training data is fed to the input network layer. This stage is called the

forward motion of the back propagation algorithm. During the forward motion, each node in the hidden layer
receives values from all other nodes in the input layer, then these values are multiplied with suitable weight
coefficients and added up. The output signals of neurons are nonlinear transformations of the activation

function.
In the same way, each output node receives the resulting values from all neurons in the hidden layer,

these values are also multiplied with suitable weight coefficients and added up. The output of each output
neuron is the non-linear transformation function of the activation function. The output values for the final layer

are compared with the ideal output values. Ideal output values are output training data.

Table 1

Objects (processes) - analogues of artificial neural networks and agricultural machines

Object (process) — analogue .
Seq. J - (P ) 9 Object (process) under study
No (artificial neural network)
' Operation Function Operation Function
Configuring the
Artificial neural network Configuring weights and Adjystment of the_ funct|0|j|ng elements .Of
1 . agricultural machine under | the agricultural machine to
training thresholds for all layers R .
study a quasi-optimal operation
mode
. The influen f th
At the reproduction stage, © .ue ce .0 t .e
. N executive devices in an
information is processed . . . L
. . ) Technological operation agricultural machine is
Reproduction by the after training, with the . ; .
2 e . process of an agricultural aimed at processing or
artificial neural network weights and thresholds, . . .
- machine reprocessing the material
as a rule, remaining . .
to change its properties or
unchanged.
state
The first input layer
receives and transmits the
input signal to the second | An agricultural machine
A multilayer artificial hidden layer. includes a set of The functioning element
neural network The second hidden layer heterogeneous functioning | (executive device) of an
3 (perceptron) consists of 3 | converts the input signal elements (executive agricultural machine is
layers: first input, second | and transmits it to the devices) representing the designed to perform
hidden and third output output layer. machine as an integrated | useful work.
The third output layer dynamic system.
generates signals for the
interpreter and the user.
Artificial neurons can be - .
. e The functioning elements The design of the
Operation of an artificial connected to each other ) - L
. . . (executive devices) of an functioning elements
neural network is based using various methods, . . . .
. - agricultural machine have | (executive devices)
on topology — the which creates a variety of ; . i
4 . . different designs and depends first of all on the
architecture of layers and | neural networks with . .
. . . arrangements depending purpose of the agricultural
connections between the | different architectures, . . . . . .
. on interaction with the machine and its operating
neurons. training rules and . . .
e agricultural environment. conditions.
capabilities.
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Based on the assumptions made, it follows that when a complex multi-functional system is developed,
including an agricultural machine, which is a technical object consisting of interconnected functional parts
(artificial neurons), it can be viewed as an artificial neural network — a multilayer perceptron with direct signal
propagation (without feedbacks), having identical processes and objects with agricultural machinery, as
presented in Table 1.

A multilayer perceptron functions according to the following formulas (Komashinsky 1.V., 2003):

g = f(TI, vijxi + Q;) 2
where:

v;; — is the connection weight of the i-th neuron’s hidden layer to the j-th;

x; — input signal;

Q; — threshold array of the neuron's hidden layer.

i = f(Zf; wikg; + T) ©))
where:

wji — is the connection weight of the i-th neuron's hidden layer to the k-th;

g; — output signal of the neuron's hidden layer;

Ty — threshold array of the neuron's output layer.

Fig. 3 — Multilayer perceptron

To provide high operation quality of technical equipment when planting and harvesting root crops and
onions, it is necessary to ensure that technological operations are performed in compliance with agrotechnical
requirements. In order to assess the qualitative indicators of the developed technical means as parameters of
each vector most accurately, you must take into account perturbation factors of the external environment (X),
state of the executive devices (Z) and factors conditioned by the optimal operation mode (U). Due to the fact
that the qualitative indicators of the technological process of technical equipment operation related to
cultivating and harvesting root crops and onions are not assessed by just a single qualitative indicator of
operation but by at least two or even three, the dynamic system under study (sowing machine, combine
harvester) is an individual case of Kohonen artificial neural networks (Komashinsky 1.V., 2003). The input
arguments for such a neural network are vectors, the numerical parameters of which represent the physical
and mechanical properties of root crops and the state of the external environment, therefore each individual
vector is a set of environmental disturbance factors (X). An agricultural machine is designed, depending on
the type of the functioning elements used (artificial neurons), to perform basic technological operations:
planting root crops, undercutting (digging up) root crops, separating them from the soil, removing the tops and
plant matter, spreading over the surface of the harvested field or loading root crops into vehicles (Komashinsky
I.V., 2003).

Most of the harvesters for root crops and onions, depending on the type of crop being harvested, consist
of the following major functioning elements of various design (Kamaletdinov R.R., 2012): the undercutting
executive device (1), the initial separation executive device (Y1), as well as the executive device intensifying
the separation process of the products being harvested from large soil lumps (YK); besides, modern designs
of harvesting machines include devices for secondary separation of root crops from soil lumps and an
unloading conveyor/roller (¥YT). In order to most accurately assess the operation quality of the machine for
harvesting seed onions, which is a complex dynamic system, it makes sense to consider the functioning
elements of the harvesting machine separately.
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During operation of the machine for harvesting root crops and onions, the resulting indicators (Y) of its
operation will be affected by changing parameters of external and internal impacts, which may vary within the
following values (Kamaletdinov R.R., 2012):
Xmax = X = Xmin
Zmax < Z < Lnin (4)
Unax < U < Upin

where:

Xmax: Xmin — @re maximum and minimum values of external influence parameters with regard to the
machine for harvesting root crops and onions;

Zmax» Zmin — Maximum and minimum values of internal non-adjustable parameters of external influence
on the machine for harvesting root crops and onions;

Umax» Umin — Mmaximum and minimum values of internal adjustable parameters of external influence on
the machine for harvesting root crops and onions.

As activation function of neural elements, the hyperbolic tangent or sigmoid function is usually used
(Makarov A.N., 2017).

To ensure effective operation of an artificial neural network, it must be trained. The training algorithm
consists in sequential processing of input vectors. The implementation of this artificial neural network training
algorithm implies a change in the connection weights of neural networks, in our case, the internal adjustable
parameters (U) of the functioning elements of the harvesting machine.

The varying connection weights of neural networks within the established values entail a change in the
gualitative indicators (Y) of the harvester's functioning elements, the analytical dependencies of which are
known, as a result of previous studies of the harvesters' executive devices.

The range of the qualitative indicator value (Y), the value of which must be obtained depending on the
input vector (X), is reported to the neural network, based on which the neural network adapts the parameters
of its neurons so that after training algorithm is passed, its behaviour corresponds to the solution of the
specified task. The basic principle of neural network operation is to configure the neuron's parameters so that
the network behaviour corresponds to a certain desired behaviour.

@ ld):z Q llJJP1 9P1 UlJP12 9K1 UEIK1 l_'JB1 UUB12 @Y‘Jh /_1\Y1
Upn \ U, \ U \ Use,
Use: U Use
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Q n TI’I
Fig. 4 — Functional diagram of the machine for harvesting root crops and onions for digging type for single-
phase cleaning or the first phase of harvesting as a multilayer neural network:
P1, P2, [n — design type of an undercutting executive device; YP1, YP2, YPn — design type of an initial separation executive device;
YK1, YK2, YKn — design type of an initial separation executive device with an intensifier; YB1, YB2, ¥Bn — design type of a secondary
separation executive device with an intensifier; YT1, ¥T2, YTn — design type of a swathing device or an unloading conveyor; X1, X2 u Xn
— artificial neuron input; Up, Uyp, Uyk, Uys and Uym — control action functions for the undercutting executive device, initial separation
executive device, initial separation executive device with a separation intensifier, secondary separation executive device and swathing
device; Zp, Zyp, Zyk, Zys and Zym — state functions for the functioning element of the undercutting executive device, initial separation
executive device, initial separation executive device with a separation intensifier, secondary separation executive device and swathing
device;Yp, Yyp, Yyk, Yys u Yym —resulting parameters of the undercutting executive device, initial separation executive device, initial
separation executive device with a separation intensifier, secondary separation executive device and swathing device
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By adjusting weights and displacement parameters, an artificial neural network can be trained to perform
a particular job; it is also possible that the network itself will adjust its parameters to achieve the result required.

The increase in the number of analytical dependencies used to determine qualitative indicators of the
functioning elements' operation leads to a more accurate prediction of artificial neural networks. This requires
using both standard and secondary performance indicators of the functioning elements as parameters for each
vector.

In this case, to determine the resulting parameters (Y) of the harvester's functioning element, we'll use
a random search method, according to which, when the input signal (X) passes from the previous executive
device N, _, to the next one, N,a step is taken j - &, where £ is the single vector indicating the direction for the
selected change of optimized parameters of the machine for harvesting root crops and onions; j — is the step
size conditioned by the state of the internal adjustable parameters (U) of the harvester's functioning elements.

Therefore, each output parameter (Y) of the harvester's functioning element is determined by a system
of qualitative performance indicators. Qualitative indicators of the machine for harvesting root crops and onions
are assessed by a system of indicators: damage to root crops and bulbs I1y,%; separation completeness of
root crops and bulbs vy,%; loss of root crops and bulbs Py,%.

At the same time, the qualitative indicators of the technological process of harvesting root crops and
onions must comply with the agrotechnical requirements, i.e. they must remain in the range of values:

Ymin < Yi < Ymax (5)

where Y; is the value of the i-th qualitative indicator of harvesting root crops and bulbs;

Ymin, the minimum value of the qualitative indicator of harvesting root crops and bulbs not exceeding
the agrotechnical requirements;

Ymax, the maximum value of the qualitative indicator of harvesting root crops and bulbs not exceeding
the agrotechnical requirements.

If the indicators of harvesting root crops and onions specified by agrotechnical requirements comply
with the indicated range, as defined by equation, the artificial neural network output receives a value equal to
1, otherwise it receives 0, i.e.:

A i{O, ifﬁ-(i < Ymin ©6)
1, lmein < Yi < YmaX
Table 2
The main indicators of the evaluation of machines for harvesting root crops and onions
in accordance with agrotechnical requirements
Indicators Vegetable root Bulb onion Seed onion Garlic
crops
Completeness of
harvesting root 96 97 95 98
crops and bulbs, at
least, %
Contamination of a
pile of root crops 18 20 20 20
and bulbs, max, %
Damaged root crops
and bulbs, max, % 8 2 2 3

To simulate the technological process of harvesting root vegetables and onions as closely as possible,
we must take into account environmental factors, which are the input vectors X of the artificial neural network
affecting the qualitative indicators of the harvesting machine, including: X; — sowing width of root crops and
onions; X, — density of standing crops; X; — depth of root crops and bulbs; X, — sizes of root crops and bulbs;
X — physical and mechanical properties of the soil (soil moisture and hardness); X, — friction coefficient of
root crops and bulbs against various surfaces.

The totality of input vectors arriving to the input of an artificial neural network (in our case, an agricultural
machine) for transformation, shall be represented as a matrix:

XM = [Xl X, X3]

X, X5 Xe (7)
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The topology of the same functioning elements of a harvester is determined by various designs of the
executive devices within one layer of the artificial neural network.

Consequently, the weight coefficients determining the efficiency of the root crops and onion harvester
artificial neural network hidden layer functioning elements are determined by a column vector, the elements of
which are internal adjustable parameters (U) of the executive devices of the root crops and onion harvester:

U(Hl,ypl,YKl,YBl)
WO = 1| U, yp, vk, v82) (8)
U(11,,,YP . YKn,YBy)

where U vp, vk, vB,) Means control action functions for the undercutting executive device, initial separation
executive device, initial separation executive device with a separation intensifier and secondary separation
executive device;

n — is the design type of the root crops and onion harvester functioning element.

Due to the fact that the threshold of an artificial neural network is a characteristic specifying the initial
activity level of a neuron, itis necessary that the structural parameters of the executive device in the functioning
element of the agricultural machine correspond to the operation performed, in order to ensure the initial stage
of the agricultural operation (plowshare/coulter penetration, bar elevator movement).

Consequently, the internal non-adjustable parameters (Z) of a root crops and onion harvester
functioning element are a threshold, the quantitative values of which define the qualitative performance of the
technological operation.

The internal non-adjustable parameters of the artificial neural network hidden layer (Z) in the functioning
elements of the root crops and onion harvester shall be represented as a column vector Q:

Z(11,,yP, YK1,YBy)
QW = | Zn,vp, vic, vB,) (9)
Z(n,yp, YK, VBy)
where Zq yp, vk, vB,) — Means state functions for the undercutting executive device, initial separation
executive device, initial separation executive device with a separation intensifier and secondary separation
executive device;

n — is the design type of the root crops and onion harvester functioning element.

The technological process analytical description for the functioning elements of the root crops and onion
harvester based on the theory of artificial neural networks for the hidden layer shall be written as (Komashinsky
I.V., 2003):

1
1+e~aX

gi = f(XL; wixi + Q) = f(x) = (L, WO x XD 4 Q) (10)
where:

wj; is the connection weight of the i—th neuron to the j—th;

x; — is the input signal,

Q, — is the hidden layer threshold array (functioning elements of the machine for harvesting vegetable
crops).

According to equation (9), the technological process of a root crops and onion harvester operation,
taking into account the output layer of the artificial neural network - the swathing device/unloading conveyor,
shall be written as (Komashinsky 1.V., 2003):

Yie = ) = = (B, WO x f(ZL, WD x XD 4 Q) + T7) (11)

The weight coefficients determining the efficiency of the swathing device/unloading conveyor (output
layer) of a root crops and onion harvester are determined by the column vector:

Uy
WO = |Ugyry) (12)
Ueyrn)
where: Uy y is the control action function of the swathing device/unloading conveyor;

n, is the design type of the swathing device/unloading conveyor of the root crops and onion harvester.

The internal (Z) non-adjustable parameters of the artificial neural network output layer — the swathing
device/unloading conveyor of the root crops and onion harvester shall be represented as a column vector for
the neuron output layer threshold T®:
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Z(YT1)

TO = lz(yTZ)‘ (13)
Zyry)

where Zyr, , —is the state function of the swathing device/unloading conveyor;

n — is the design type of the swathing device/unloading conveyor of the root crops and onion harvester.

To implement training process of the artificial neural network under study — the root crops and onion
harvester simulated by a multilayer perceptron without feedbacks, training according to Hebb's rule or A —rule
is used. Artificial neuron training according to Hebb's rule is advisable on condition that the neuron activation
function is bipolar-threshold: Y -1; 1), or W vector is normalized, including the threshold.

The Hebb's rule is unsuitable for training an artificial neural network simulating operation of an
agricultural machine, because the activation function during all agricultural processes is a form of sigmoid
function, and not a threshold function, as required by this rule.

Therefore, the artificial neural network under study must be trained according to the A —rule. However,
when training an artificial neural network by the A —rule, we must have information not only on the values of
the current inputs of neurons X, but also the required correct values of Y.

For a multilayer network, these correct values are only available for neurons of the output layer. The
required output values for the hidden layer neurons are unknown, which limits application of the A-rule.

To determine qualitative indicators of the root crops and onion harvester functioning elements,
experimental studies were conducted, the results of which were used to obtain the input (X) and output (Y)
parameters of the onion harvester functioning elements necessary to carry out training of an artificial neural
network.

The data of the studies conducted were processed on a personal computer and represented in the form
of diagrams in Figure 5, which allow us to determine the predicted output parameters of the root crops and
onion harvester functioning elements necessary to conduct training of an artificial neural network.

35

25 A

20 A

15 A

Recurrence rate, %

Undermining First conveyor  First transporter with Cylindrical cleaner Discharging conveyor
plowshare intensifier

Functioning element of onion harvesting machine
B The content of soil impurities, % M Bulb loss, % Bulb damage, %

Fig. 5 - Technological process qualitative indicators of the onion harvester functioning elements operation

Along the abscissa axis, the studied functioning elements of the onion harvester are indicated — the
undercutting blade, the first, second and unloading conveyors, as well as the secondary separation device - a
cylindrical soil impurity cleaner; along the ordinate axis — the recurrence probability of performance qualitative
indicators of the seed onion harvester functioning elements.
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Table 3

Prognosis of an artificial neural network —root crops and onion harvester

Harvester functioning element

Harvester functioning element resulting parameters (Y)

Damaged root crops

Separation
completeness of root

Loss of root crops and

X 100%

X 100%

and bulbs bulbs
crops and bulbs
Miece) Pi)
. . . G H Hp — H
Undercutting executive device (P) = (—POB ) Kk = (—R) x 100% =(1-W)x (7" SR)
Ger — Gpop Hp oy
X 100% x 100%
Pywr)
Hkwp) VK(YP) = Py
Initial separation executive - » ( Gpog ) Cx L —vE
device (YP) — HK®) Ger — Gpog = Rgpy X T X [100

G
- (é) x 100]
Grq + G

Proky

POB )
— | X 100%
(GCT — Gpop

X 100%

- . . I VKK =
Initial separation executive K10 ¢ L« Pree)
; ; ; = M) Vp — Vp
device with a separation = Vip) X : x 100
intensifier (YK) (&) % 100% G
Ger — Geop X 100% ~ (722—) x 100]
Gr1 + G
Pxp)
Ikyg) VK(YB) = Py
Secondary separation executive | = Iy, : vh — vk
device (YB) = VKK) X v}, X [100

Gry ) ]
—|————]) x 100

Swathing device or unloading
conveyor (YT)

ko)
= k)

POB
(=5 ) 100
GCT - GPOB

VK(YT)

Ve — VP
= VKB X\ T
P

X 100%

Prom
= Pxys)
X [1 00

Gr1 ) ]
—|=—————]) x 100

Py — bulb damage on the functioning element, %; G,y — is the weight of the damaged standard root crops and bulbs in a pile, kg; Gcr —is
the weight of the separated root crops and bulbs in a pile, kg; Kx — is the purity of the tailings heap when the soil layer is undercut, %,;
Hy —is the depth of unconsolidated soil layers, m; H, — undercutting depth, m; Py — is the loss of root crops and bulbs on the functioning
element, %; W — is the Laplace function; Hgy — is the depth of the cut soil layer, m; g,, — is the standard deviation of the depth of the lower
root crops and bulbs; v — is the separation completeness of a pile on the functioning element, %; v5 — is the weight of soil impurities in
the original pile of root crops and bulbs, kg; v§ — is the weight of non-isolated soil impurities, kg; G,, — is the weight of root crops and
bulbs collected to the container before interaction with the executive device, kg; G,, — is the weight of root crops and bulbs collected in
the container after interaction with the executive device, kg.

Predicted I1;pycdamage to root crops and bulbs:

Ny = Mapyice + Darpyieye * [(1 = Dapyiee)] + Mo * [1 = Maneyiep = Manyiye * (1 = Maneyicp)] + ey - [1 -

Maaryie = My * [(1 = Mapyie )] = Mo * [1 = Mapyicp = Manpyieyp = (1 = H(HP)KP)]] +lmpykyr - [1 — Hapykp —

My [(1 = Mapyip)] = Mo - [1 = Mmpyce = Mapyicyp * (1 = Manpyicp )] = Mepyicys - [1 — Hapyke — Hapykyp -

[(1 = Meyicp )] = Micgyro * [1 = Meampyicp, = Mempyieyp * (1 = H(HP)KP)]”'

(14)

where Tl(pyk, is the predicted damage to root crops and bulbs on the undercutting executive device, %;
Mk yp) is the predicted damage to root crops and bulbs on the primary separation executive device, %;
Mk, the predicted damage to root crops and bulbs on the primary separation executive device with a

separation intensifier, %;

Ik ys), the predicted damage to root crops and bulbs on the secondary separation executive device, %;
M), the predicted damage to root crops and bulbs on the swathing device/unloading conveyor, %.
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The damage to root crops and bulbs on the harvester functioning element was determined by the
formula (Kostenko M.Yu., Kostenko N.A., 2009):

= _CP0B_. 1009 (15)

~ Ger—Gpog
where Gpgjg is the weight of damaged standard root crops and bulbs in a pile, kg;
Gcr, the weight of the total amount of root crops and bulbs in a pile, kg.
The predicted vp)x Separation completeness of root crops and bulbs:

vaeyk = 1= (Ve * Vg Ve * VK * VK ) (16)
where:
vk, IS the predicted separation completeness of root crops and bulbs on the undercutting executive
device, %;
Vkpys the predicted separation completeness of root crops and bulbs on the primary separation
executive device, %;
Vkyp), the predicted separation completeness of root crops and bulbs on the primary separation
executive device with a separation intensifier, %;
Vi), the predicted separation completeness of root crops and bulbs on the secondary separation
executive device, %;
vk the predicted separation completeness of root crops and bulbs on the swathing device/unloading
conveyor, %.
The separation completeness v of a pile of root crops and bulbs is determined by the formula (Kostenko
M.Yu., Kostenko N.A., 2009):
_ VbV§ 9
VvV = T -100% (17)
where:

v} is the weight of soil impurities in the original pile, kg;
vk, the weight of soil impurities in the container (non-isolated impurities), kg.

Predicted P y;pyk loss of root crops and bulbs:
Papyk = Pawyke + Paipyiyp TP apyky + Patpkys TP ek
(18)

where:

Pmpyk, IS the predicted loss of root crops and bulbs on the undercutting executive device, %;

Pkyp), the predicted loss of root crops and bulbs on the primary separation executive device, %;

Pyyp, the predicted loss of root crops and bulbs on the primary separation executive device with a
separation intensifier, %;

Pkys) is the predicted loss of root crops and bulbs on the secondary separation executive device, %;

Py, is the predicted loss of root crops and bulbs on the swathing device/unloading conveyor, %.

Loss P, beyond the harvester functioning element was determined by the following formula (Kostenko
M.Yu., Kostenko N.A., 2009):

— — GLl_ .
P, = 100 (GL1+GL2) 100 (19)
where:
G, is the weight of root crops and bulbs collected in the container before interaction with the executive
device, kg;

G, the weight of root crops and bulbs collected in the container after interaction with the executive
device, kg.

CONCLUSIONS

After the dynamic system under study (root crops and onion harvester) completed training, the harvester
functioning elements were adjusted to the optimal operating modes by varying function (U) of the internal
adjustable parameters in the range determined by the structural and technological parameters of the
functioning elements — function (Z) of the internal non-adjustable parameters of the functioning element.
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