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Abstract  

     The expansion of web applications like e-commerce and other services yields an 

exponential increase in offers and choices in the web. From these needs, the 

recommender system applications have arisen. This research proposed a 

recommender system that uses user's reviews as implicit feedback to extract user 

preferences from their reviews to enhance personalization in addition to the explicit 

ratings. Diversity also improved by using k-furthest neighbor algorithm upon user's 

clusters. The system tested using Douban movie standard dataset from Kaggle, and 

show good performance.   
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 و المباشرةالضمنية  افتراضي معتمد على رغبات المستخدم توصيةتصميم نظام 
 

 *2، احمد بهاء الدين عبد الوهاب1علياء كريم عبد الحسن
 ، العراق.قسم علوم الحاسبات ، الجامعه التكنلوجيه ، بغداد 1
 ، العراق.قسم المعلوماتيه ، الجامعه التقنيه الوسطى ، بغداد 2

 

 الخلاصة
 لزيادةو الخدمات الاخرى، ادى  الالكترونيةت التجارة في مجالا العنكبوتية الشبكةطبيقات توسع ت     

لتساعد المستخدم على تحديد الخيار  لتوصيةا ةملانظ الحاجةفي العروض و الخيارات ، لذا كانت  غيرمحدودة
 الافلام التيالخصائص التي يفضلها في  لسابقة لمعرفةالافضل له. هذا البحث استخدم تعليقات المستخدم ا

الى  بالاضافة الشعور من النص، معرفةلمعالجتها و ، من خلال تقنيات تحليل النصوص شاهدها وقيمها سابقا
حسب توافقهم في رغباتهم المذكورة في تعليقاتهم  بشكل مجاميع المستخدمين تجميعومن ثم  التقييمات المباشرة،

من  قياسيةالتنوع في الخيارات. اختبر هذا النظام ببيانات  لزيادة k-furthest طريقةاستخدام  تلى ذلك .السابقة
ج مع تخصيصها للمستخدم التنوع في النتائ راعاةمع م جيدةءة اظهر هذ النظام كفا؛وقد  الصينيةداوبيان  شركة

 تعليقاته.اعتمادا على 
  

1. Introduction  

     The growth of the web application like e-commerce created a critical challenge of information 

overload. As a consequence, the web users would be overwhelmed with choices and data [1]. 

Recommender systems are information filtering systems can suggest choices for the user according to 

his preferences [2]. There are two paradigms for building recommender systems, firstly, is the content 
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based recommender systems which are domain dependent algorithms. In these algorithms, an item is 

recommended to the user according to its closeness to the attributes of an item has been chosen by the 

user previously. The second paradigm is collaborative filtering, which is domain independent, this 

approach exploits user consumption pattern of the items in the recommendation process. This 

approach is subdivided into two categories; the first category is memory based algorithms which 

calculate the recommendations from the nearest users, in spite of nearest neighbor accuracy, it suffers 

from scalability problem. The second category is the model-based approach, in this type, the 

recommender system depends on building a model using the previous user's rating dataset to predict 

recommendations. There many model-based techniques like Singular value decomposition which 

analyzes user-item matrix to identify the relations between items [3]. 

2. Problem statement and contributions  

     The recommender systems have issues like personalization, diversity, serendipity, and cold start 

problem [4]. Cold start problem is caused by insufficient information about the new user or new item 

which may cause inability in making recommendations. Personalization issue is meaning how making 

the system smart enough to understand the user preferences and interests [5]. Diversity issue is how to 

make the recommender systems provide a variety of choices that covers all users' interest [4]. 

Serendipity means the ability of the system to recommend a novel, relevant, items that different from 

items that the user has rated [3]. According to these issues the contributions of this research are, firstly 

exploit users' reviews in recommendation process by extracting latent features from these reviews like 

(actor he liked, the editor he liked, etc.) and consider these reviews as implicit feedback. These latent 

features would enhance personalization by understanding the user from his previous reviews. The 

second contribution is increasing the diversity and serendipity of results by applying K-furthest 

algorithm over clustered users; the k-Furthest algorithm would select related users but have different 

taste from the targeted user, then stabilize the result between targeted user preferences and movies in 

the recommendation list. The third contribution is managing the new user's cold start problem using 

registration process and new movie cold start problem by using an external source of information 

which is Wikipedia infobox. 

3. Related works  

     Many researchers have worked to enhance user personalization, by understanding user preferences 

from implicit feedback. One of the researcher's directions is exploiting reviews sentiment analysis as 

an implicit feature in social network recommender systems. Dimah et al. used sentiment analysis in 

analyzing reviews of trusted users in the twitter. Dimah measured the degree of trust between friends 

to recommend positive and negative opinions among close friends [6]. Ashok et al. used more 

advanced sentiment analysis to extract point of interest to the user from the parsed comments in a 

social network [7]. Other researchers used another implicit factor to model user preferences. Yifan Lu 

et al. have depended on user consuming rate of a product to understand the user's preferences [2], 

while Gaweesh et al. use the number of listening to a specific track as implicit feedback in music 

recommender system, which is close to Yifan thought. Ayad et al. proposed a recommender system 

based on content description about products as implicit feedback, but this implicit feedback may be 

exploited by the advertisement companies [9]. Rafael et al.[8] built a dictionary of products by 

extracting products features from a user's reviews, then use this dictionary in recommender systems 

[10]. This research uses both explicit feedback (ratings) and implicit feedback (by analyzing user's 

reviews). This proposed architecture would improve user personalization by extracting the user 

interest from his previous review while the explicit rating to decrease data sparsity by filling all blanks 

in the user-item matrix.  Implicit features used with k-furthest neighbors approach to achieve diversity. 

4. Recommender system steps  

     The general framework of recommender system operations, as shown in Figure-1, consists of three 

steps which are, information collection step, that accomplished by explicit feedback and implicit 

feedback, then learning step, lastly prediction step [1].        
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Figure 1-Recommender system process operations. 

 

4.1 Information collection step  

     This process is building a user profile, like name, age, and habits. A recommender system agent 

cannot operate without user's profiles. The recommender system needs information about the users as 

much as possible [11]. The vital success factor in recommender system depends on its capability to 

model user interest. This process can be done using the following information operations:-  

4.1. A Explicit feedback  

     The recommender systems guide the user through an interface to provide ratings for items to 

construct the user's model. Explicit feedback is a reliable and straightforward to gather information 

from users by the score, but it is unsuitable to know user feelings about an item [111].     

4.1. B Implicit feedback  

     The system can catch the preferences of the user by monitoring his activities like the history of 

purchases, a stream of web pages clicks, his feelings in text using sentiment analysis. Despite that 

implicit feedback does not need any effort from a user like filling forms, it lacks features to be 

extracted to get user conditions and desires [111]. 

4.2 learning process  

     This process implements machine learning algorithm to build a model from elements collected 

from explicit and implicit feedback ratings [1]. 

4.3  Prediction process  

     There are many algorithms for prediction process; recommendations can be made either directly 

using dataset gathered in information collecting process through memory based or model based [1]. 

5. Sentiment analysis as an implicit feedback  

     Sentiment analysis or opinion mining is the study of emotions toward an item or entity12]. The 

sentiment analysis of users reviews can be used to measure the similarity between users, instead of 

ratings which are always have been used in collaborative filtering. Reviews sentiment analysis 

outperforms the explicit rating using stars, by specifying the reason behind user preferring the targeted 

item. For instance, in the case of a movie, did the reviewer prefer it, because of a specific actor? Or 

because of the director? So this paper debate that text reviews offer a deduce opinion of a user for an 

item, making them an ideal source of knowledge for enhancing recommendation process by extracting 

the latent feature from reviews [13].  

     The first step is by specifying the positive reviews for users who rate the item with three stars or 

higher, otherwise, the review considered to be negative. The second step dividing the data into training 

and testing sets, after that extracting the features of user interest from positive movie review as a latent 

feature [14]. A latent feature like (good movie) can be retrieved by converting the review into its part 

of speech, then from parsed reviews specify chunks using chunking process, the most critical chunk 

pattern are:- 
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1) Noun Verb Adjective  

2) Verb ADJ ADP Verb  

Note that ADJ. is for the adjective and ADP for adposition  

     These extracted chunks are latent features saved as a profile for each user to be used later in 

clustering process for gathering same users with same latent feature preferences retrieved from their 

reviews [15]. This latent features or chunks can be used as an excellent summary of user opinion about 

some product [16]. 

6. Proposed system structure 

     This section presents the proposed architecture of the movie recommendation that depends on the 

clustering the users using explicit rating and implicit latent features extracted from their reviews. 

6.1 Proposed system modules description  

The proposed system consists of the following modules which can be seen in Figure-2 which are:-  

 
Figure 2-the proposed system modules. 

 

A. User  explicit feedback analysis module  

     Input: Explicit rating from Movie-review site, and Sign-Up process. 

Output: - A set of preferences for every individual user and feature weight of the user on all the 

movies. 

     The Movie-review site comprises the explicit rating information on each movie by the users. 

Moreover, the recommender system enables the preference elicitation at the Sign-up stage to 

contextually identify the user preferences. By utilizing the information source of sign up process and 

input the user (name, age, and gender). Then the system computes the similarity between users using 

an algorithm (1), this algorithm has significance over cosine similarity as it takes into consideration 

the demographic similarity between users in gender, age, and movie rating similarity, see algorithm 

(1):-   
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Algorithm (1) explicit rating algorithm 

 

     After calculating the similarity between users using an algorithm (1). The proposed approach 

computes the rate for each movie from each user using the equation (1)   

                (   )       ∑         
    ∑     

                                                                   (1) 

Where n is the number of the Similar user to the i
th
 user. 

 Sik refers the similarity between the i
th
 user and k

th
 user. 

Rkj = rank of user k to movie j. 

Rij=rank of user I to movie j   

B. Implicit feedback analysis module.   

Input: - User's textual reviews, Wikipedia Infobox information. 

Output: - User’sinterestscoreoneveryinherentfeatureof the movie 

The proposed approach inherently explores the intention of the users by extracting the latent features 

behind the movies. With the help of unsupervised learning, the proposed approach recognizes the 

inherent features of the movies from the user-specific and movie-specific information source. User-

specific information source refers the textual review submitted by the user, which is further analyzed 

by the sentiment analyzer to extract the feature-values this operation illustrated in implicit rating 

algorithm (2) below. Movie-specific information source refers the Wikipedia Infobox information that 

contains the feature-value pairs for each movie these latent features would be extracted from 

Wikipedia are (directed by, produced by, starring, music by, written by, and edited by). 
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Algorithm (2) sentiment analysis and latent feature extraction algorithm 

 

     After specifying the positive reviews of user Ui on movie j, the system computes the implicit score, 

which represents the score of the user to the movie from his review by using equation (2) 

Implicit Score (Ui, j) =Rij (Mj
F
) / MaxRating (Ri)                                                                              (2) 

Where Rij (Mj
F
),  refers the rating of the user I on the j

th 
item.  Mj

F 
, if the user i has the positive review 

about the jth item features by the ith user, (MjF), is ‘1’;otherwise‘0’. Then calculate the latent score, 

which is the average of the user explicit rate and his implicit rate from his review as in equation (3)    

  (   )  
               (   )                (   )

 
                                                                                    (3) 

 LS (Ui,j) refers the Latent Score of the i
th 

user on the jth item 

C. Latent feature based Hybrid Clustering module 

Input: - User's preferences regarding latent features of movies 

Output: - Feature-based hierarchical clusters of users 

The proposed approach applies two-level clustering methods to precise group the similar users. 

Initially, the proposed approach applies K-means clustering on all the users with the input of latent 

feature scores on each movie. Then, it sub-cluster theses clusters using movies genres. Finally, the 

featuressuchas‘directorname,’ ‘actorname’alongwithmoviecategoryhavetheseparateclustersof

users based on the feature based similarity score. the steps of clustering are illustrated in Algorithm (3)  

below, the sample of clustering result can be seen in Figure-3 that is a summarized representation 

figure about the result of the hybrid clustering process. 
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Algorithm (3) multiple k-means clustering 

 
Figure 3- illustration of the resulted clusters 

 

D. Hidden relationship identification between users and movies module.   
Input: - clustered users  

Output: - Hidden score for each user on a movie with a k-furthest neighbor of each user. 

By exploiting the clustered users, the proposed approach identifies the hidden relationship between the 

user-movie pairs. It focuses on considering the movies have positive review submitted by the 

neighbors who are all residing in the same cluster and also considering the movies have negative 

review submitted by the dissimilar users who are all located in other clusters. From the neighbors of 

inter-clusters, the k-furthest neighbor is determined for each user according to their behavior and latent 

factors related to fulfilling the serendipity. The approach first identifies the most dissimilar users to 

each user, to create dissimilar neighborhoods. In every neighborhood, it then identifies the most 

disliked items and recommends these. This double negation creates a more diverse, yet personalized, 

set of recommendations. This approach determines the dissimilar user and their movies which have 

negative score using the k-furthest neighbor method. Those extracted movies are considered as the 

most preferred movie for the user X for example. To calculate for the k-furthest neighbor, any two 

users have to check if they are dissimilar, by checking if they have co-interacted with some items, this 
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can be done by finding the users with the smallest similarity between them, and recommend the most 

disliked item by those users. See algorithm (4): 

 

 
Algorithm (4) k-furthest approach 

 

E. Diversity and Serendipity-ensured movie recommendation module. 

Input: - Personalized movie recommendation list 

Output: - Diversity and Serendipity-ensured Personalized movie recommendation list. 

The proposed approach generates a list of movies for each user using k-furthest neighbor algorithm. 

Even though the recommended list comprises a list of user-preferred movies, there may be a 

duplication of movies regarding similar category. For instance, the recommendation list may contain 

movies belonging to the same group of the director or same genre as (horror). Hence, the proposed 

approach resolve this inconvenience by rearranging a list of ranked movies. The idea of this module is 

simple; it aims to fulfill the diversity by equalization the recommendation result list between user 

preferences and k-furthest neighbors users preferences. The system is doing this by extracting the 

preferences values (Pfi) and its genres (Pci) like the actors and movie genres list from user 

preferences. Then the system obtains the recommended features (Rfi) and their genres (Rci) from 

recommendation list that are resulted from k-furthest neighbor, then compromise between the desired 

preferences and the recommended one using equation (4):  

          (  )  

       

     
 

       

   

 
                                                                                                          (4) 

     If the diversity below the threshold 0.5 then, this mean that the intersection between user 

preferences and actual recommendation is acceptable which increases the diversity. The diversification 

algorithm (5) below is detailed    
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Algorithm (5) The diversification algorithm 

 

So the brief to the primary process of the proposed system model can be abstracted in the following 

flowchart (1)   

 
Flowchart (1) The abstraction of the proposed system operation  

 

7. Proposed system operating steps  

     Step1:- when a new user enters to the recommender system, the system starts the sign-up process to 

avoid user cold start problem; the user has to fill the fields of (user_ name age, gender, and hobbies), 

as shown in Figure-1 below: 
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Figure 1-new user registration process. 

 

Step2:- proposed system select a set of favorite movies that are given to the user to provide the rating 

for those movies. According to the new user rating, the system computes the explicit feedback score 

for that user to all movies. Figure-2  

 
Figure 2- list of movies for rating by the user. 

 

Step 3:- the system measures the explicit feedback for the user on each movie based on movies that are 

rated in step 2, user profile information, and sign-up process. The reader can notice the text box at the 

bottom of Figure-3  
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Figure 3- calculate the explicit feedback score for user id 16. 

 

Step4:- before calculating the implicit feedback score for each user, the proposed system extracts 

movie feature from Wikipedia Infobox (director, writer, starring, etc.), as in Figure-4: 

 

 
Figure 4- scrap movie features from Wikipedia 

 

Step5:- by analyzing textual reviews of each user on the corresponding movie, the proposed system 

compute implicit score as in Figure-5. It uses sentiment analysis to contextually identify the 

preferences of each user on the movie which help to determine the intention behind the user ratings. 
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Figure 5- Compute an implicit score based on implicit feedback. 

 

Step6:- calculate the latent score of user- movie pair by exploiting both explicit and implicit feedback, 

using the equation (3)  

Step 7:- the proposed system applies k-means clustering on the latent score of user-movie pair. 

Step8:- re-cluster the clusters on movie genres (Action, Animation, Comedy…etc.). 

Step9:- find the dissimilar users using k-furthest neighbor, form the clustered result the system 

determines the different users and their movies which have negative scores using the k-furthest 

neighbor method, those movies are considered as a most preferred movie to user id =10, as shown in 

Figure-6 below  

 
Figure 6- identify the dissimilar user to user number 10. 

Step10:- in Figure-7 the system use ranking algorithm to recommend a list of movies using the latent 

score and cluster result. It calculates the diversity score by equalizing the targeted user preferences 

with k-furthest neighbor user's preferences. This step illustrated in the algorithm (5)  
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Figure 7- diversity score ranking for movies to the user. 

 

Step11:- Finally the proposed approach suggests a list of movies to the user, which satisfies the 

diversity and serendipity ensured movies on the recommendation list. See Figure-8 

 
Figure 8- the recommendation list 

 

8. Results 

     The proposed system architecture design was tested using Douban movie short comments dataset 

from kaggle using 25 movies and 300 users. For this recommender system design the accuracy is 

measured using three measurements which are precision as in equation (5), recall in equation (6), and 

also we need to measure the diversity as follows  

          
              

                             
                                                                                                (5) 

       
             

                            
                                                                                                     (6) 
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                                                                                                     (7) 

Diversity: - measured by greater dissimilarity of all the movies pairs in the recommendation list of 

user i. the diversity measured by the threshold that is (0.5) and the result should be less than that 

threshold. 

This experiment result showing that when increasing the number of users, the accuracy also increased, 

and this can be noticed undoubtedly from the precision Figure-6. 

 

 
Figure 6-The precision graph. 

 

By applying the k-means clustering, the approach clusters the most similar users based on their 

explicit rating and their intention on movies (latent features). Thus the recall increases as the number 

of users increased because identical users would be increased gradually that make the recommendation 

result more accurate. See Figure-7 

 

 
Figure 7-Recall graph. 

 

So, the result table for the proposed recommender system is below. The reader noticed that the system 

reaches a good compromise between precision, recall, and diversity to avoid the overfitting, see    

Table- 1.  

Table 1-The results of precision, recall, F-measure and diversity  
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9. Conclusion 

     The proposed system shows as good performance according to precision and recall measurements. 

This proposed architecture design exhibit the ability of implicit feedback from user sentiment reviews 

to be exploited in understand user preferences, which lead to a better personalization. The system 

fulfills the diversity by clustering users according to their choices, which lead to diversification the 

result using k-furthest neighbor algorithm. Diverse and serendipitous recommendations ensured by 

taking into consideration items chosen from farther related users. Lastly, this proposed system tackle 

the new user cold start problem by registration; this issue also managed by approximate the rate of the 

movie fortheuserthathedidn’trateusingexplicit rating method, that takes rate similarity between 

users with demographic user characteristics (age, and gender). This work handles the new item cold 

start issue by scrapping the movies information from Wikipedia. The use of Wikipedia to treat cold 

start problem open a chance to use crowdsourcing sites and services to manage cold start and leakage 

of information to recommender systems, and other information systems. The proposed system 

architecture can be tested in the future with content-based recommender system, and with context-

aware approaches like location-based recommender system.  
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