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Abstract: The Deblockingfilter is used in H.264 video codec for improving the quality of video. ThélDeking

filter helps in removing the artifacts which are generated due to block based transform. In this research work, the
Modified Filter Order (MFO)Carry Select Adder (A0\) based DeBlocking Filter (DBF) is introduced to improve

the video quality, which is nhamed as MHEBLA-DBF architecture. Conventional H.264 standard DBF requires
more area due to a separate storage block of the horizontal and vertical data. To sqgivebtbim, this paper
implemented modified filter order architecture to reduce the memory and area for storing filter block data. The
complexity of the boundary block has reduced by minimizing the boundary strength values. Furthermore, the CSLA
design usedor the data merging process in the DBF architecture instead of nhormal adder designs that also occupies
less area in the MFO. The MFOSLA-DBF architecture improved the quality of the video by increasing-Reak

Noise Ratio (PSNR), Structure similaritydex Matrix (SSIM) for different resolutions such as Quarter Common
Intermediate Format (QCHE76x144) and Common Intermediate Format (3H2x288). This MFGCSLA-DBF
architecture was implemented in the Xilinx tool by using the Verilog code for the MGrEEXGA device. In this
research work experimental results showed that MFO_CSLA_DBF architecture has reduced hardware utilization of
FPGA for DBF from 23 % compared to the traditional DBF technique.

Keywords: Carry slectadder, Deblocking filter, Field programmablayatearray, Modifiedfilter order, Xilinx.

removal. Sometimes, the wiener filter causes serious
1. Introduction damage to the image edge durthg noise removal
process which is the main drawback of the Wiener

_The V|_deo _S|gnals are fr'quently degradgd_ .byfilter architecturd3]. The DBF architectures used
noise during image transmission and acquisition.

rocess. So, that noiseduction architectureare the image data and ddocking filter. The
P Ce . o computation of the boundary strength values for
much required in the video sequences. Andising :
. ) . ) . each boundary depends on the horizontal and
of the video is necessary for improving the image_ _ . I : : :
) - -7 ; .~““yertical direction of the input image data. It is
quality, facilitate transmission bandwidth reduction,

. . f?asible to estimate the values of boundary strength
increase compression and enhance the accuracy

the subsequent feature extraction and patterr?or ead boundary that depends on a different

recognition processes [1, 2]. In the past gietrere direction [4]. The trilateral filter designed for Filter

were several video noise reduction techniques use(r;[{)epth Map (FDM) to achieve 0.8dB gain in
. S . . 9 endering view compared to the-dcking filter of
for removirg noise in the video signals/images,

which is classified into three types such as spatialh'264/ Advanced Video Coding (AVC) [5]

filter, temporal filter and combination of the The performance of themage framesis
' P L . enhanced by wusing DBF operationsThe
temporal and spatiéilters. For example, the Wiener o . .
. ) : . ._fuantization stepis used for lossycompression
filter is considered as the best technique for spatlaﬂ hi in DBE [6l. The Block Sensiti
noise filering that achieved high gain in the noise architecturesin [6] he Block sensitive
address known as Peak Signal to Noise Ratio
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(PSNRB) achieveda good performance in quality
assessments diie DeBlocking Images (DBI) than

53

N. Kefalas, and GTheodoridis [14] proposed
high throughput pipeline architecture to implement

normal PSNR [7]. H.264/AVC approach is the mostthe H.264/AVC deblocking filter. The proposed

popular coding standard whicis highly-efficient

method exteded to support higher sample bit

and provides complex video compression techniquedepths and various chroma ssdmpling formats,

to the multimedia
approach has bedimited in seveal fields due to its
complexity [8, 9]. AHigh Efficient Video Coding

industry. The H.264/AVC which required byH.264 highprofile. This pipeline

architecture was synthesized in 0.18 micro meter
technology. The proposed method achieved

(HEVC) algorithm reduces 50 percent bit rates in400MHz of the frequency and 16.8 & gates of the

the encoding sequences vath changing the image
quality [10]. Nowadays, there are different
techniques used to compress the diavideo,
although those are fails to provide bettémage
quality [11, 12].

To overcome above mentioned problems
modified filter order is proposed in the DBF
architecture for improving the video quality this
researchThe complexity of the boundary block has
beenreducedby minimizing the boundary strength
values. The MFGCSLA-DBF architecture is
designed for two major important thingd: To
perform a specific block boundary in DBR. To
determine the filtering strgth. An unnecessary

filtering can lead to over smoothing of the image

areavideo processg. But, this methodrequires
morehardware utilization.

A. Norkin, G. Bjontegaard, A. Fuldseth, M.
Narroschke, M. lIkeda, K. Andersson, M. Zhou, and
G.V. der Auwerd15] implemented the DBF in the
HEVC standard to reduce visiblerifacts in the
block boundaries. The d#ocking performed
detection of theartifacts at the codedblock
boundaries. The HEVOBF architecturehas less
computational complexity and better rakel
processing capabilities and reduction of the visual
artifacts. This architecturerequires huge overhead
on slice level and has much complexity, which is the
main limitation of this work.

E. Ozcan, Y. Adibelli, and |. Hamzaog[d6]

details where lack of filtering may fail to neglect the proposed the fst HEVGDBF architecture Two

blocking fault. The MFOCSLA-DBF architecture
hasimproved the video quality compared$ample
Level Filtering order [18] and Ede Filter
H.264/AVC [19].

This research work is composed as follows,
Section 2 presents a brief survey of recent paper® B F

parallel data paths were used in the HEDBF
hardware to reduce an execution time. This
hardware structure was implemented in Verilog
HDL. The HEVGDBF hardware coded 30 full HD
1920x1080 video structure per second. The HEVC
doesnoét concentrate

based on DBF design. In section 3, briefly describedand examining the software codecs.

the MFOCSLA-DBF architecture by using CSLA
approach. Section 4 presents the caomidee
experimental result of a proposktFO-CSLA-DBF
architecture and conventional architecturesThe
research wor kos

2. Literatu re survey

Researchers have suggesiederal architectures
basedon the DBF architecture. Thigction presents

a brief evaluation of some significant contribution to

the field of DB architecture.

T.H. Teng, and C.P. Chung.3] proposed an
exploiting finegrain parallelism for H.264 de
blocking filter by operation reordering-his paper
used a 4pixel long boundary as the basis for
analyzing and exploiting possible parallelism
Compared to 2 Dimensional (2D) wave front for de
blocking both 1920%x080 and 1080x1920 pixel
frames The proposed method neegldratime when
the number of frames are moikhese features were
desirable in the data intensive computing.

S.C. Hsia, W.C. Hsu, and S.C. Ldd7]
implementeda low complexity and high quality
adaptive deblocking filter for H.264/AVC system
An adaptive offset techniquesed fereto enhance

c oncl us ithe quality ®f the anthge for H.264 -dedihgi Thin 5 .

method automaticallychooses offset value to
neglect artifact on blocking boundary. Tpeposed
method achieved better subjective and objective
quality than original H.264 dklocking filter witha
fixed offset value. The proposed methigl not
suitable for higkbit rate H.264/AVC.

To overcane the abowenentioned problemshe
video qualityis improvedby using MFGCSLA-
DBF architecture.

3. Modified filter
blocking filter

order based on de

To filter a macro block, the value of a pixel must
be read many times andtermediate results of the
filtering must be storedlo enhance the use of local
memory, which is possible to reorder the filtering
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Figure.l Block diagram of the MFOSLA-DBF
architecture
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operations inthe same way that the intermediate
results are employed sooner by-Blecking filter.
The processing order implemented by the
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Figure.2Modification of the Filter Order
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G. Correa, L Agostini, and LA. Cruz [18] S Block dary  T_Block
proposed order of the filt¢hat wasdeveloped using 1 _
sample level for DBF operation in the H.264/AVC. | S:o S0 SipSoo | Too Tio Tzo Taox
This sample level filtering order useahrallelism by 831 S21 S11 801 | Tor Tt Tza Tas | [Fillering Decision
decreasing dependency of the détathis work, the - Saz S22 $12502 | Toz T12 Taz Tz samples
. . . P S33 S23 S13 503 | Toz Tz Taaz Taaw
filtering process involve in four parallel ad |77 T TR R
independent samples simultaneously in the filtering

order. The filtering order minimizel the number of
cycles required to filter a complete macro block,
which is a significant solution to process lgh

Figure.3 Boundary of the 4x4 blocks

the filter order. While the LPs are still left to remain
resolutionvideo. in the pipeline and the number of the slice registers
L.A. Ayadi et al [19] proposed filteringorder  required forfiltering will be mitigated. Furthermore,
for better paralleBm of processing the edges basedthe amount of memory requirement is reduced for
on fouredges, which areapableto treatatthe same  storing 4x4 filter blocks by using MFO approach.
time. In the filter order, the repeated numbers areFig. 2 shows the modification of the filter order for
used that represented the parallel processing order. the MFO-CSLA-DBF architecture The MFO-
Fig. 1 shows the lock diagram of theMFO- CSLA-DBF architecture decreases the blocking
CSLA-DBF architecture These filtering decisions devices due to bloekased encoding with strong
arebased on the values of different parameters likequantization by applying modified samples along
QP, b | o c k, which areegenerated, by lBJUT with Horizontal/Vertical boundaries. The filtering is
by using QP value as an input index. An input is applied separately in 4xlocks that are shown in
given to boundary strength and an input index blockFig. 3. The normal and strong filtering modes
decides which filter has been applied to themodify the two and three Luma samples through
boundaries. The filter operation takesaq# to each and every boundary. The MFO is a significant
smooth off theartifact portions. At the final stage, functionality in the DBF process. The performance
the smoothenefifames are obtained asoutput of the DBF developed with a filtering order is

discussed in the folleing sections.
3.1 Modified filter order design

] 3.2 Boundary grength modification
In this research work, the MFO is used for the

DBF of H.264 compression standard. If the two The boundary strength is calculated for the
vertical edges have been filtered, then the horizontaboundaries;such astransformed unit boundary or
edge also filtered. Each Luma Pixels (LBy&to be predictive unit boundary. This boundary strength
filtered before filtering a Chroma Pixel (CP). Fig. takes values such as 0, 1, oifBe block boundaries
2, Y denotes the luminance madiock, Cb  with bounday strength values such as 1 or 2 are
denotes the blue chrominance mablock and Cr filtered for Luma Component (LC)Hence, there is
denoteshe red chrominance maebtock. no filtering in static areas, which avoids ss#quent
In this research, order of filtering basis pipeline filtering of the similar area. The image LPs are
conceptallows CPs to Vertical filter for rearranging copied from one image to another image with
residual equal to zercauses over smoothing. For
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Chromo Component (CC), boundaries with
boundary strength values similar to 2 are filtered.
Thus, the filtered block boundaries have at least one
of two adjacent blocks that are intra predicted. The
boundary strength modificatio improves by the
extra computation complexign the H.264 standard
which is the major advantage of this technigue.

3.3 Filtering d ecisions and operations

The filtering decision approach is required for
the filtering of two given 4x4 blocks=ig. 4 shows
the merged data path using CSLA design, which
represented that the conditions (1), (2), (3), (8) and
(9) shares the samiq. and input samples. The
partial results from the conditions (2) and (3) are
used for conditions (1), (8) and (9). In this work, S
consters as X block and T consider as Y block used
for the below-mentionedeq. from (1) to (10). Thus,
the MFO-CSLA-DBF architectureuses hardware
reuse design to provide a merged data path for those
Eq. using CSLA approach. This research work
replaced the mitiplications by CSLA and shift
operations to employ low hardware resolutions.
Furthermore, shortening the conditions (1), (2), (3),

W Wi (B0
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(8) and (9) as z1, z2, z3, z8 and z9, respectively. The o (.Tp 9)
p

data paths employed fdtq. (4) and (5) are equal,
the only differege is the input sample. The MFO
CSLA-DBF architectureincludes two instances of
this data path to evaluate both z4 and z5 forBhe

(6) and (7). Thekg. (10) is an additional filtering

decision applied to z10 used foir@ws 4x4 blocks

after the normaliltering operations.

Figure.4Merged data path using CSLA design

$ s 10t o (10)

After calculating the filtering decisions, this unit
calculates the filtering operations used for strong
and norméfilters (for Luma and Chroma filter).
The normal filter modifies 1 or 2 samples between
the block boundaries. That calculates the delta
values such as delta x0, delta x1 and deltaax®,
theseoffsetvaluesareadded to the original samples
(x0, x1, yO and yl1) in order to generate the final
filtered sample (xOx1, yO, and yl). That offsets
value is applied to the-bws of samples of 4x4
blocks S and T. The delta xO operation is calculated
at the normal filteiin the filtering decision process
and the modified x0 and y0O samples are close to the
boundary. The delta x1 and yl operations are
modified as x1 and yl1 samples. The strong filter
modifies the thresamples through the block
boundary. That calculates thelth values such as
delta sO, delta s1 and delta shd theseffsetsare
addedwith data path by using CSLA to the original
samples like x0, x1, x2, y0, y1, and y2 in order to
generate the final filtered samples such as x0, x1, x2,
y0, y1 and y2. That put is applied to the-dows of
samples with a 4x4 block of Sand T.
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3.3.1.Carry selectadder design with Cin=0 to achieve low area. The CSLA design
_ _ uses few numbers of logic gates to derive the BEC
The major advantage of CSLA ,isless ogic instead of Moit Full Adder (FA). The major
propagatiordelay, which is obtained bgmployng  5qvantage of BC logic function is the least number
the parallel stage that resulikenfrom severapairs s logic gates compared to thehit FA structure. In
of RCA. The RCAs generate their temporary sum e Fig. 6 shows the operation of th€SLA
and carry for the CSLA architecture by considering 5;chitecturewhich consiss of the four FA design,
the carry input to be zero and one respectiVeiy. RCA, BEC andMultiplexer (MUX). For example,
5 shows the block diagram of the CSLA. The CSLA cg| A operationAs inputA=0100 and B= 0101. In
Qesign used in the MFO design for addi_ng data pathpitial stage, A=0, B=1, A:=0, B=0 are given to
instead of the ormal adder. It achieves fast the jnput of the RCA circuit. The group2 has ore 2
arithmetic operation of various data processingy RCA. which has two FA for Cin= 0. The first FA
approaches. The major aim of this CSLA is 10 gypyt: sum is 1 and carry is 0 that carry is given to
reduce the area in the MFCSLA-DBF architecture. e input of another secorBA. The second full
The CSLA operates in many computational designs,qger sum is 0 and carry also 0, which carry output

to cut the Carry Propagation Del¢gPD). is given to the input of Mux. While the RCA output
The CSLA design uses the BinarExcess g 1.

Converter (BEC) and Ripple Carry Adder (RCA)

A[15:11] B [15:11] A[10:7] B[10:7] A[6:4] B [6:4] A[3:2] B[3:2] A[1:0] BI[1:0]
¥ A4 ¥ o4 ¥ L 2
. Ci
1R5<:.:: —9 10:7rRcA [*° 6:4RCA [0 3:2rcA [0 { 1:0rRca [ CI"
- 6-bitBEC | 5-bit BEC | 4-bit BEC — 3-bit BEC
2 10 2 8 2 6 2 4
2
r
cY . cyY ; cY s
MUX 12:6 MUX 10:5 MUX 6:3
C[0]19 C[6]116 cnrr
4 2
Cout Sum sm stm Suin

[3:2] [1:0]
Figure.5Block diagram of CSLA design.

The second stage, thesA, B;=1 are given to
the first FA, which sum represents 0 and carry
in = represents 1. In second FAz#), B:=0 and first

=
—
=
[ws]
s
=

[

! 0 | Full Adder 0
| (FA)
[

|

FA carry=1 values are given to an input of the
0 1 | second FA, here sum isahd carry is 0.This FA
______ W 10=SUM=1| outputis given to the input of the BEC. The BEG
A3 B3 B2 main operation i onebit incremental operation. If
ol Lo 1? L1 given the input (binary 10) of the BEC thdte
o [Full Adder 1 Full Adder| g output is 11. The BEC and second stage FA outputs
L__(FA (FA) [ 10, it is given to the input of MUX. Ielection line
11 _ 30 is 0 at the time MUX output is 16therwiseMUX
o E 1 o 0 output is 11. Finally, the concatenation of the first
S .gE,m stage output (01) and MUX output (10), which is
& § 1 delivered the 1001. The input arrival time is less
sel ; : compared to the multiplexer selectiorpurt arrival
—Drn 2:1 MUX 1 Cout M time.
10 Output = 1001=9

Figure.6 Operatioof the Carry select adder
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4. Result and dscussion guality of video signal. The SSIM is a measure
In this research work, the MFOSLA.DBF between image x and y which is showngg. (13).

architecturehas beerimplementedin the Verilog. Here,0 ando represents constants.

The simulation outputs have been verified by using 5

Xilinx tool 14.4 ISE simulatorThis MFO-CSLA- SSI| &M -y (13)
DBF architecturesimulatedin the MATLAB tool,

which is similar to MFO-CSLA-DBF hardware |, Table 1 and 2. the values of MSESNR and

archi_tecture and confirmed the frame quality_ by SSIM are computedfor 3- different images like
offering the reconstrugted f_rames. The ReglsterAkiyO, Foremen and Hall Monitor that are taken
Transfer Level (RTL)_S|muIat|on outputs heeen & viermont  Information Processing  (VIP)
detected to appropriately maich the MATLAB 5iapase. From thigable 1 and 2, it is cledy
simulation outputs. Here, simulation outputs denote ., udedthat the MSE valueeduced and PSNR
reconstructed frame quality, which is produced after,,4 ssiM values increasedingthe MFO-CSLA in
ggﬁ{ﬁgggeﬂ;hiﬁﬁi IZi\iigllognF;T;ggggrig}: the DBF architecturecomparedto Sample Level
FPGA Virtex-6 devicewhich is shown in th&able Flllgt]erln%n(:)r:gsé{&gsandSEdge h';;fggéf:/g\ég
3and 4. architecture improves the quality of thvédeo by
4.1 Mean gjuare error maximizing PSNR and SSIM valu€elThe Table 3,
and 4 representshe FPGA performance of the
The MSE is calculated by the average of theexisting and MFOCSLA-DBF architecture on
square input image and output image pixels. Thevarious resolutionsn the Sample Level Filtering

MSE is defined in Eq. (11) order[18], the DBF architecture has been designed
using more numberof multipliers and registers,
MS E WB QafE (11)  which occupiedmore area in the DBF architecture.

In Edge FilterH.264/AVC [19], a programming to
target parallel structure was a bit difficult dueao
number of the gates used fowlti-core architecture.
To overcome this problenthe MFOCSLA-DBF
4.2 Peak sgnal to noiser atio filter architecturehas been developed this paper
for H.264/AVC standardn MFO-CSLA-DBF filter
The PSNR is a mathematical measure of thearchitecture, FPGA concentratexh reducingthe
image quality based ohe pixel difference between hardwareutilization. The CSLA design is used in

Here,Qd& Fe is the error difference between an
input and distorted images.

2-images. The PSNR is defined in Eq. (12) the DBF architecture for data mergingwhich
occupies less aredecause Slice LUTs, slice
PSNRL1O I‘%’@ (12) registers, power consumption and delay are reduced
M

in the MFOCSLA-DBF architecture compared to
the exiting architecturesHence, the MFECSLA-
DBF architecture has improved the quality of the
image in video compression.

Here,”Y 2 5i8 used for an-®it image.
4.3 Structural similarity indexmatric
The SSIM is the degree of similarity between

digital images that helps to compute the received

Tablel. Comparison of PSNRRnd SSIM value for existing andFO-CSLA-DBF architecturs of QCIF 176244

resolution
Frames ‘ Sample Level Filtering order [18]‘ Edge FilterH.264/AVC [19] MFO-CSLA-DBF
Performance PSNR SSIM | PSNR SSIM PSNR SSIM
Akiyo ‘ 39.93 0.96207 ‘ 39.25 0.95208 40.124 0.94258
Foreman ‘ 39.02 0.95346 ‘ 39.96 0.94349 40.133 0.94169
Hall Monitor‘ 39.85 0.92187 ‘ 39.65 0.93189 40.551 0.93119

International Journal of Intelligent Engineering and Systems, Vol.12, No.1, 2019DOI: 10.22266/ijies2019.0228.06



Received: Septemb@id, 2018 58

Table 2. Comparison of PSN&d SSIM value for existing aFO-CSLA-DBF architecturs with CIF 352:288

resolution
Frames ‘ Sample Level Filtering order [18]‘ Edge FilterH.264/AVC [19] MFO-CSLA-DBF
Performancq PSNR \ SSIM \ PSNR SSIM PSNR SSIM
Akiyo \ 45.14 \ 0.995319 \ 45.23 0.990122 46.74 0.990056
Foreman \ 45.88 \ 0.990286 \ 45.92 0.980318 46.10 0.980254
Hall Monitor \ 46.02 \ 0.998356 \ 45.99 0.972357 46.86 0.971367

Table 3. Comparison of FPGA performance for existingdR@-CSLA-DBF architecturavith QCIF 176344

resolution
Target Methodology Power Delay Slice LUT Slice Register
FPGA Consumption (nano
Device (W) seconds)
Virtex-6 Sample Level Filtering order [18] 2.781 6.958 2147 488
Edge FilterH.264/AVC [19] 2.701 6.899 2122 470
MFO-DBF 2.654 6.842 2112 462
MFO-CSLA-DBF 2.423 6.654 2101 452
Table 4. Comparison of FPGA performance for existing R@-CSLA-DBF architecturevith CIF 352X288 resolution
Target Methodology Power Delay (nano Slice LUT | Slice Register
FPGA Consumption Seconds)
Device (W)
Virtex-6 Sample Level Filtering order [18] 2.795 6.984 2285 508
Edge FilterH.264/AVC [19] 2.780 6.972 2273 500
MFO-DBF 2.656 6.847 2121 469
MFO-CSLA-DBF 2.576 6.765 2115 455
m Sample Level Filtering Order [18] m Edge Filter-H.264/AVC[19]
MFO-DBF EMFO-CSLA-DBF
5
= a
£ !
QCIF 176%x144 CIF 352x288
DIFFERENT RESOLUTIONS

Figure.7 Comparison of the power consumption performance of WrfeRGA device for existing and MFOSLA-
DBF architectures

In this research work, both existing and MFO 4, Virtex-5. From theTable 3 and 4it is cleaty
CSLA-DBF architecture was implementeahd the concludedthat power consumption, slice LYT
results of thosaretabulatedThe Table3, 4 shows slice registes and delay are minimized in MFO
the performance ofFPGA for existing andMFO- CSLA-DBF architecturecompared to theexisting
CSLA-DBF architecture on QCIF 176<144 and  architecturesn the higher FPGA VirteX6 device.
CIF 352%88 resolution The MFOCSLA-DBF The operatingrequency value of th&#/FO-CSLA-
architecture is suitable for Virte& From this DBF architecture is 110.4 MHz. FPGA
devices, Virtex6 has considered as a high performances have been taken from Xilinx tool.
configuration device which provide Dbetter In Fig. 7, 8,and9 show the comparison graph of
performance thaless configuration device¥irtex-
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Figure.8 Comparison of delay performance of VireekPGAdevice for existing and MRQSLA-DBF architectures

Figure.9 Comparison slice LUTs and slice registers count of V&tERGA for existing and MF@SLA-DBF
architectures

Figure.10 Top module of the RTL schematic of the MESLA-DBF architecture

the Virtex6 FPGA performances such as poweron QCIF 176x144 resolutionand CIF 352X288
consumptiondelay, slice LUTs and slice registes resolution. From tese Fig. 7, 8, and9, it's clearly
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