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Abstract: This paper proposes a novel method for underwater image enhancement algorithm using Principal 

Component Analysis (PCA) fusion. For fusion process, the dual images are derived using single underwater degraded 

image. The novelty of this work is the fact that it does not demand any underwater scene parameters beforehand and 

is independent of prior based information. Secondly, we demonstrated the successful use of homomorphic filter and 

adaptive histogram equalization for individual color channels followed with image smoothing as two inputs to fusion 

scheme. The fused image is subsequently post-processed using color constancy technique for effective results. The 

visual and quantitative analysis of this method is carried out with contemporary underwater dehazing and enhancement 

algorithms. Metrics such as entropy and quantification of restored edges is utilized to validate our findings. The 

outcome reveals better exposure of dark areas, enhancement of edges, increase in overall contrast and preservation of 

natural colors.  

Keywords: Underwater visibility enhancement, Image restoration, Color correction.  

 

 

1. Introduction 

The contrast enhancement of single underwater 

hazy images is a challenging task for scientific 

exploration and computational applications. At 

greater depths, due to attenuation in light propagation, 

the underwater images are prone to inferior visibility. 

The artificial source of lighting is used to increase the 

visibility range. The presence of marine snow and 

small floating particle in the cone of vision of camera 

and image plane results in forward and backward 

scattering of light energy, rendering low contrast and 

hazy image appearance. Also, light is attenuated with 

a lateral distance of propagation, reducing the light 

energy reaching the camera, thus resulting in a loss of 

the natural color [1]. Thus, the primary goal of 

underwater image enhancement is the removal of the 

hazy veil and color compensation using the single 

underwater image. 

Based on conventional haze removal algorithms, 

several attempts have been made to improve the 

underwater image visibility. The reason accounted 

for the failure of conventional methods is attributed 

to the formation of an image scene as a multiplicative 

process, and hence linear enhancement is not 

advisable [2]. The results of traditional enhancement 

algorithm applied to raw underwater image is as 

shown in Fig. 1.  

 

Figure 1. Conventional image enhancing methods 

presents drawbacks for underwater image restoration 
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The major hurdle in underwater image processing 

is the unavailability of reference images and ground 

truth. As we do not have the flexibility of capturing 

multiple underwater images of the same scene [3], 

gated range lighting [4] or availability of polarization 

cameras to record images [5], we direct our attention 

to algorithm based haze removal of the single 

underwater hazy image. Underwater visibility 

enhancement and restoration are generally classified 

as i) Statistical prior based techniques and ii) 

Enhancement techniques. 

In the case of prior based algorithms, as the 

problem is ill-poised, we presume certain statistical 

assumptions beforehand. The most widely adopted 

technique is based on such image statistical 

modelling is dark channel prior (DCP) [6]. It is 

derived from the studies and experiments that, in 

RGB color space, one color channel will have the 

least minimum intensity for underlying pixel referred 

to as the dark pixel. So the resulting single plane 

image of dark pixels constitutes a relatively dark 

image for the clean input image, whereas for a hazy 

image this dark image will constitute the image of 

whiteness. This image of whiteness is then quantified 

as haze component and is used for dehazing of natural 

images. This method has been widely adopted by 

various researchers for underwater scenario and 

prominent of them is found in [7, 8]. Generally, the 

major limitation of such methods is, if the part of the 

image component resembles the whiteness of image, 

dehazing becomes a difficult task. The second major 

problem with these statistical prior based method is 

selection criteria of atmospheric light value and 

choice of filter for refinement of transmission map 

using edge-preserving smoothing filters. 

The DCP technique has been adopted and 

extended for underwater image enhancement by 

Chiang and Chen [7]. The author separates the image 

into foreground and background to estimate the 

artificial lighting used. And then based on the object 

to camera distance and using energy ratios 

compensate the color loss. It uses predefined 

scattering parameters for the associated water body. 

But these values vary on account on structure, time 

and other factors, which lead to incomplete removal 

of haze and thus limiting its use for the generalized 

underwater application. 

Serikawa and Lu [8] proposed dehazing of 

underwater images applying a joint trilateral filter to 

solve the problem of gradient reversal artifacts. Again, 

the authors have not addressed the problem of uneven 

illumination of light generated on account of artificial 

light used. Importantly, the authors in this work have 

directed the need for data fusion to address the issue 

of artificial light. 

Galdran et al. [9] adopted and extended work of 

DCP by recovering the dehazed image using the red 

channel of RGB color space. Authors also proposed 

a technique to find the portion of the image affected 

with artificial illumination within the scene. The 

major issue with this algorithm is the prior 

assumption of red color being the most affected 

channel. Contrary, if we obtain the mean intensity of 

the underwater images for the varied set, we find that 

for some cases the blue color wavelength is the most 

attenuated channel. So this can be looked upon as a 

major shortcoming of this work. 

Li et al. [10] proposed underwater image 

restoration method using the principle of least 

information loss and technique to compute global 

atmospheric light using optical properties. Although 

the results have been the best so far but fail in case of 

images that lack the background portion of the 

underwater image scene. This method is also a prior 

based and rely heavily on DCP and predefined 

residual energy ratios, which vary from case to case 

application. 

Classical image enhancement techniques have 

been modified to adapt to the underwater imaging. 

These methods do not depend on physical modeling 

of underwater scenario. The most popular method is 

underwater image and video enhancement using 

fusion to combine different weighted images using 

saliency, luminance, and chrominance via filtering 

[2]. This was the first recorded work for the 

enhancement of underwater images using fusion 

approach based on Laplacian pyramid. The authors 

also validated the selection of white balancing 

algorithm for underwater images. Although the 

contrast of the output images appears increased, the 

problem associated with it is, as reflected in the 

results section, the processed images are not 

uniformly enhanced and does not appear natural. 

Inherently very less research has been carried out 

in underwater image enhancement using PCA fusion. 

As to our understanding, the only available work in 

underwater image processing using PCA fusion is 

proposed by [11]. The authors of this work have taken 

the same reference image as two inputs to the fusion 

approach, without giving attention to the underwater 

propagation of light and formation of the image 

together with the generic problem of underwater 

attenuation and scattering issues. 

In our proposed work, using a novel approach we 

address the above shortcomings like a loss in 

visibility due to color attenuation, image contrast 

reduction on account of scattering and rectify the 

color artifact issue based on Shades of Gray 

algorithm [12]. In this paper, we derive the two inputs 

to the fusion using a single underwater degraded 
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image. The two inputs are derived using a 

homomorphic filter and adaptive histogram 

equalization for individual color channels followed 

with image smoothing. The fused image is 

subsequently post-processed using color constancy 

technique for effective results. The main contribution 

of the paper are summarized as follows: 

 The proposed method does not demand any 

underwater scene parameters beforehand and is 

independent of prior based information. 
 We are the first to demonstrate the successful use 

of Homomorphic filter and adaptive histogram 

equalization for individual color channels 

followed with image smoothing as two inputs to 

fusion scheme. 

 A robust PCA based fusion followed with color 

constancy algorithm serves the purpose of image 

dehazing and yield effective results as compared 

to conventional methods of image enhancement 

and restoration for underwater applications. 

The contents of this paper are organized as 

follows: In Section 2, selection criteria of two inputs 

for the fusion process are highlighted. Section 3 

presents the PCA based fusion algorithm. Section 4 

describes the visual and quantitative analysis and the 

discussion on the choice of selection of metrics used 

to gauge the enhancement criteria and finally, we 

draw a conclusion and direct future work in Section 

5. 

2. Proposed Method for Underwater Image 

Enhancement  

In this paper, we introduce enhancement 

algorithm based on principal component analysis 

fusion method. The simplified block representation 

of the proposed underwater image enhancement is as 

shown in Fig. 2. 

 

The selection of suitable inputs to fusion forms 

the crucial component of the proposed algorithm. 

Improper selection of input methodologies results in 

the ineffective enhancement and unrealistic 

restoration. In the following sections, we have 

explained the reasons for selecting the choice of 

Homomorphic filtering and Adaptive histogram 

equalization as two inputs derived from the raw 

underwater hazy image. 

 

2.1 Homomorphic filtering  
 

To overcome the problem of diminished 

underwater visibility, an artificial lighting source is 

used. This sets up a non-uniform illumination pattern. 

We propose to use homomorphic filtering to tackle 

the issue of non-uniform illumination. The image 

f(x,y) has two components, illumination component 

i(x,y)  and reflection component r(x,y) expressed as: 

 

( , ) ( , ). ( , )f x y i x y r x y                                    (1) 

 

The illumination component features slow spatial 

variations, whereas the reflectance tends to change at 

a higher rate. So we can associate low frequencies 

with illumination and high frequencies of the Fourier 

transform with reflectance respectively. So by 

applying a homomorphic filter, we filter out non-

illumination component and restore the image by 

suppressing the low-frequency components and 

amplifying high-frequency components. Following 

steps summarize the implementation of 

homomorphic filtering [13]: 

Step 1: Apply natural logarithm to isolate i(x,y) 

and r(x,y). 

 

( , ) ln ( , ) ln ( , )f x y i x y r x y 
                        (2) 

 

 

Figure 2. Block representation of the proposed underwater image enhancement 
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Step 2: Using Fourier transform, map the image 

to the frequency domain. 

 

{ ( , )} {ln ( , )} {ln ( , )}f x y i x y r x y   
  (3) 

 

( , ) ( , ) ( , )i rf u v F u v F u v 
                           (4) 

 

where Fi(u,v) and Fr(u,v)  are the respective Fourier 

transform of ln ( , )i x y and ln ( , )r x y . 

Step 3: In our approach, we first design a low 

pass Gaussian filter and then obtain high pass filter 

equivalent from it. The Gaussian filter function is 

given as: 
2 2

22

2

1
( , )

2

x y

G x y e




 
  
                                  (5) 

 

where σ is the standard deviation of the distribution 

and (x,y) is the pixel coordinate position. The 

Gaussian low pass filter has the property of retaining 

sharp edges and detail information as compared to 

other low pass filters.  

Step 4: Using step 3, we obtain filter function 

H(u,v) in frequency domain to compute filtered 

component S(u,v) as: 

 

( , ) ( , ) ( , )S u v H u v F u v
                                 (6) 

 

( , ) ( , ) ( , ) ( , ) ( , )i rS u v H u v F u v H u v F u v   (7) 

 

Step 5: Using inverse Fourier transform, map the 

filter function back to the spatial domain.  

 
1 1{ ( , )} { ( , ) ( , ) ( , ) ( , )}i rS u v H u v F u v H u v F u v    

       (8) 

Step 6: Homomorphic filtered image is then 

obtained from below equation as: 

 

( , ) exp{ ( , )}J x y s x y
                (9) 

 

2.2   Contrast stretching 

 

 The image obtained J(x,y) needs to be further 

processed to increase the dynamic contrast range. The 

advantage of converting the image to YUV color 

space is that its brightness image Y and chroma 

images (color component) U and V are distinct and 

holds advantage of operating directly on Y 

component. We transform the RGB to YUV color 

space using the following set of equations: 

 

0.299 0.557 0.144

.147 .288 0.436

0.615 .514 .100

Y R

U G

V B

     
     

  
     
           

          (10) 

 

Next, we apply contrast adjustment algorithm to 

only Y channel (Luminance channel) to increase the 

dynamic range of an image without affecting the 

Chroma components. The contrast adjusted image is 

expressed as [14]: 

 

 

 
  ' in

out out

in in

out

Y low
Y high low

high low

low

 
    



     (11) 

where Y represent input image pixel under 

consideration , , ,in in out outhigh low high low  correspo- 

nds to input image high intensity, input image low 

intensity, output image high intensity and output 

image low intensity respectively. 

This operation performs scaling of the original 

data linearly thereby not losing any information other 

than the intensity of original pixels. We have 

stretched the values for the lower limit and the upper 

limit to 1% of lower and higher pixel intensities 

respectively. Then we transform the YUV space color 

image back to three channel RGB color space using 

the following set of equations: 

' '

'

'

1.000 0.000 1.140

1.000 .395 .581

1.000 2.032 0.000

R Y

G U

VB

    
    

      
        

        (12) 

The reason behind selecting the YUV color space 

for this operation is that it is very close to human 

vision imaging science. We also tested it with YCbCr 

color space [15], but the result was visually not 

appealing.  

2.3   Adaptive histogram equalization 

The second input to PCA fusion scheme is 

derived from adaptive histogram equalization. 

Histogram equalization is one of the major technique 

of image enhancement application. Since it stretches 

the contrast value globally, it leads to the information 

loss, especially in dark regions. To address this 

problem, adaptive histogram equalization was 

incorporated. It works at predefined blocks also 

called as windowing, then the mapping of gray level 

is carried out for window center thereby improving 

the edge definitions in each region of an image. This 
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technique on account of its inherent structure results 

in over enhancement at some pixels and also 

introduces image noise. To overcome this problem, 

we have used a median filter to smoothen the image. 

As it is pointed out in Section 1 and upon 

experimentation, we found that certain color channel 

has the least mean intensity as compared to other 

channels. So there arises a need for individual pixel 

distribution for gray levels. So we separated the three 

channels and individually applied localized 

histogram equalization. To avoid the oversaturation 

of pixels and to isolate out of range noise from 

legitimate image edge details, we apply a 

smoothening filter to image x(i,j) given as: 

[ , ] { ( , ), ( , ) }y m n median x i j i j w               (13) 

where w represents a neighborhood centered around 

[m,n] defined by the user. Compared to 2x2 averaging 

filter, median filter preserves edge and contour details, 

at the same time sharp peripheral noise is eliminated. 

3. Proposed PCA based Fusion Algorithm  

PCA is a mathematics based tool that transforms 

correlated variable to uncorrelated variables defined 

as principal components. The following steps are 

used to project two column vector to 2D subspaces 

[16,17]: 

Step 1: The data is arranged in column vectors, 

generating a matrix Z of 2xN size. 

Step 2: Empirical mean vector Me of size 1x2 is 

computed. 

Step 3: Empirical mean vector Me is subtracted 

from matrix obtained in step 1. This results in matrix 

X of 2xN dimension. 

Step 4: Covariance matrix C is obtained using 

expression C = XXT. 

Step 5: Eigenvector V and eigenvalue D is 

computed for covariance matrix C. 

Step 6: Eigenvector V and eigenvalue D are then 

arranged in descending eigenvalue. The dimension of 

V and D is 2x2. 

Step 7: Using primary column of V, correspond- 

ing to the larger eigenvalue, obtain A1 and A2. 

 

1

(1)V
A

V



 and  
2

(2)V
A

V



                            (14) 

Step 8: The fused image If(x, y) is then obtained 

using the following expression: 

 

1 1 2 2( , ) ( , ) ( , )fI x y A I x y A I x y                   (15) 

where 1( , )I x y and 2 ( , )I x y  are the two input image 

to be fused. 

Compared to transform based fusion algorithms 

like discrete wavelet transform (DWT), the proposed 

pixel level principal component analysis (PCA) is 

simple and does not introduce any artifacts.  The 

DWT based fusion methods have a tendency to 

introduce additive noise in the resultant image [18]. 

 

3.1 Post-processing using color constancy 

So far we have addressed the problem of non-

uniform illumination and color attenuation on 

account of the artificial source of lighting and 

wavelength dependency of underwater transmission 

in the image formation process respectively. There is 

yet another problem of scattering on account of 

suspended floating particles between camera and 

object scene, which results in color offsets or 

unwanted color cast. We propose using the color 

constancy algorithm to eliminate this problem [12]. 

We experimented with white patch algorithm, Grey 

Edge algorithm and Shades of Gray algorithm [19]. 

We obtained satisfactory results with Shades of Gray 

color constancy algorithm. The probable reason for 

the failure of white patch algorithm is attributed to 

partial specular reflection and gray edge algorithm 

needs high contrast and detailed edge information for 

optimized performance [2]. 

Shades of Gray algorithm was presented by 

Finlayson and Trezzi, based on the assumption that 

scene average is a function of the shade of gray. It 

computes the weighted mean of the pixel intensity by 

allotting higher weight to the pixel with high intensity 

using Minkowski – norm p, given as: 

 

 
1/

( )
p

p
f x dx

ke
dx

 
 

 
 

                                (16) 

where f(x) is the input image, (x) is the pixel 

coordinate and k is constant. Basically, Shades of 

Grey is a trade-off between the Gray world (p = 1)  

and MaxRGB algorithm (p = ∞). 

4. Experimental Results and Discussion  

The performance metrics play an essential role in 

the assessment of the degree of restoration. In the 

case of underwater image enhancement field, this 

becomes difficult by virtue of the absence of 

reference images or unavailability of ground truth. So 

as to evaluate the performance of the proposed 

algorithm we have used the similar set of images used 

by earlier researchers working in this field and same 

assessment metric so as to compare the work on the 

common platform. The contemporary works that we 
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have used for comparison include work of Ancuti et 

al., [2], Chiang and Chen [7], Serikawa and Lu [8], 

Galdran et al., [9], and Li et al., [10]. 

 

4.1  Qualitative assessment  

Using qualitative (visual) comparison as shown 

in Fig. 3, we have compared our works with state-of-

the-art techniques as mentioned above.  

Galdran et al., [9] has set up an online repository 

and provided a platform for comparison and 

quantification of visual enhancement of underwater 

images, which have helped us comparing our work 

with contemporary techniques.  

As shown in Fig. 3, the images obtained by 

applying our algorithm is characterized by enhanced 

contrast, optimized visibility and retaining a natural 

appearance. The algorithm of Ancuti et al increases 

the contrast but over enhances the image, rendering it 

an unnatural look. Also, some portion of the image 

still remains dark. Chiang and Chen's algorithm fails 

to unveil the details of the hazy portion of an image. 

Figure 3. From top to bottom; Row 1: Input underwater images 512x384, Row 2: Ancuti et al. (2012) results, 

Row 3: Chiang and Chen (2012) results, Row 4: Serikawa and Lu results (2014), Row 5: Galdran et al. 

(2015) results, Row 6: Li et al. (2016) results and Row 7: Our results. 
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Serikawa and Lu are able to increase the visual 

aspect of the raw image but fail completely for the 

images when one color channel dominates the other 

two. This has been a major problem with DCP based 

methods as also observed with Chiang and Chen. 

Galdran et al are able to restore the clarity of the 

dehazed image, but the unwanted color cast is 

observed in specific raw images. Li et al., do increase 

the brightness and details of the raw image, still, the 

problem of color cast is prevalent. As far as our 

results are concerned, one can observe that we are 

able to enhance contrast, improve edge details 

together with natural visibility. The problem of the 

unwanted color cast is totally addressed. Also 

compared to existing methods as mentioned above, 

we are able to expose the shadowy regions much 

effectively. 

We have also compared the visual results of our 

algorithm with standard DCP based algorithms. As 

shown in Fig. 4, the standalone DCP method is not 

sufficient to enhance the visibility or able to retain the 

natural color of raw underwater images and hence 

demands suitable modification or extension of the 

existing work. We have compared our result with He 

et al., [6], Meng et al., [20] and Zhu et al., [21]. The 

proposed method is able to enhance edge details and 

preserve the depth of view. Also, it is observed that 

DCP methods generally fail to restore visibility at 

depth or background area of the image scene.  

 

4.2 Quantitative Assessment  

 We have followed the preceding works for 

the choice of quantitative assessment metrics [10]. 

We have used entropy [22] and the ratio of visible 

edges metric [23] to compare and validate our results. 

These two metrics are extensively utilized to appraise 

the performance of various underwater restoration 

algorithms. 

The entropy metric quantifies the increased 

contrast amount and outlines detail information in 

dehazed images. Poor images characterize lower 

entropy and vice versa.  

 

 

Table 1 shows that our algorithm exhibits 

comparatively higher value of entropy (H) as to that 

of recent methods. Whereas the parameter, visible 

edge ratio (VER) computes the ratio of edges, 

invisible in raw images to those visible in dehazed 

images. A higher value of VER is the characteristic 

feature of enhanced visibility. Table 1 validates that 

our algorithm produces the better results compared to 

contemporary methods. 

5. Conclusion 

 In this work, we have presented the enhancement 

of single underwater images using PCA based fusion 

rule. Two inputs for the fusion scheme are derived 

from homomorphic filter and adaptive histogram 

equalization methods. The inputs to fusion address 

the problem associated with underwater imaging 

such as non-uniform illumination and low visibility 

due to color attenuation. The fused image is 

subsequently post-processed using color constancy 

algorithm. The proposed algorithm is tested for 

standard underwater images as used by contemporary 

researchers working in this domain. We obtained the 

highest value of metric for visible edge ratio, and for 

entropy, we managed to obtain a value comparable to 

that of contemporary techniques. As far as visual 

comparison is concerned, we obtained the best 

possible enhancement even in dark regions, where 

existing methods fail. We exposed the ineffectiveness 

of standard enhancement techniques like histogram 

equalization, histogram stretching for underwater 

image restoration. 

Image Method H VER 

Fig. 3 
 

{Fish, 

Coral, 

Wreck, 

Diver1 

Diver 2} 

Ancuti et al. [2] 7.77 3.4281 

Chiang and Chen [7] 6.85 -0.4863 

Serikawa and Lu [8] 6.74 0.0372 

Galdran et al. [9] 7.75 2.1521 

Li et al. [10] 7.81 3.4721 

Proposed method 7.61 3.7777 

Figure. 4  Comparison of our work with standard DCP based outdoor dehazing methods 

Table 1. Average values of Entropy (H) and 

Visible edge ratio (VER). 
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 We have further demonstrated that underwater 

image restoration using DCP is not effective for the 

fact that the image formation in the outdoor and 

underwater scenario is different. The outcomes of 

qualitative and quantitative analysis validate our 

claims for enhanced visibility of edges and increased 

entropy values. The visual outcomes also reveal  

efficient restoration of images with preservation of 

natural color. In future work, we shall undertake 

underwater image mosaicking and video processing. 
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