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Abstract:

In a competitive retail market, large volumes ofastrmeter data provide opportunities for load seyventities to
enhance their knowledge of customers’ electricitgsumption behaviors via load profiling. Insteadasfusing on the shape of
the load curves, this paper proposes a novel apprder clustering of electricity consumption belavidynamics,
where“dynamics” refer to transitions and relatidredween consumption behaviors, or rather consumpéeels, in adjacent
periods. First, for each individual customer, syfitbaggregate approximation is performed to redineescale of the data set,
and time-based Markov model is applied to modeldix@amic of electricity consumption, transformirige tlarge data set of
load curves to several state transition matrixesco8d, a clustering technique by fast search amd &f density peaks
(CFSFDP) is primarily carried out to obtain theitgh dynamics of consumption behavior, with thdetiénce between any two
consumption patterns measured by the Kullback—kretistance, and to classify the customers intersélusters. To tackle
the challenges of big data, the CFSFDP techniqugegrated into a divide-andconquer approach tdvieéy data applications.
A numerical case verifies the effectiveness ofpt@posed models and approaches.

Keywords — Load profiling, big data, Markov model, €electricity consumption, behavior dynamics,
distributed clustering, demand response.

-

Countries around the world have set aggressivesdgoalthe
I. INTRODUCTION restructuring of monopolistic power system towards

liberalized markets especially on the demand side.a
Nations around the globe have set forceful objestifor the competitive retail market, load serving entitieSHs) will be
rebuilding of monopolistic power framework towardganged developed in great numbers [1]. Having a bettereustdnding
markets particularly on the request side. In a $eduretail of electricity consumption patterns and realizieggonalized
advertise, stack serving elements (LSEs) will beated in power managements are effective ways to enhance the
incredible numbers. Having a superior comprehensibn competitiveness of LSEs [2]. Meanwhile, smart grids/e
power utilization designs and acknowledging cusmemi been revolutionizing the electrical generation and
control administrations are viable approaches tgrage the consumption through a two-way flow of power and
aggressiveness of LSEs. In the interim, savvy fmmonks information. As an important information source rfrahe
have been upsetting the electrical era and uiitinahrough a demand side, advanced metering infrastructure (AM8s
two-route stream of force and data. As a vital datarce from gained increasing popularity worldwide; AMI allowSEs to
the request side, progressed metering frameworklJAMas obtain electricity consumption data at high frequenre.g.,
increased expanding prominence around the world;l Avhinutes to hours [3].
permits LSEs to get power utilization information lligh Large volumes of electricity consumption data révea
recurrence, e.g., minutes to hours. Huge volumeposfer information of customers that can potentially beduby LSEs
utilization information uncover data of clients thaan to manage their generation and demand resourceseptfy
possibly be utilized by LSEs to deal with their aral demand and provide personalized service. Load profilinbjch refers
assets productively and give customized benefilaclSt to electricity consumption behaviors of customergroa
profiling, which alludes to power utilization prams of specific period, e.g., one day, can help LSEs stdad how
clients over a particular period, e.g., one day kalp LSEs electricity is actually used for different customemnd obtain
see how power is really utilized for various cleand get the the customers’ load profiles or load patterns. Lpaofiling
clients' heap profiles or load designs. Stack pngfiassumes plays a vital role in the Time of Use (ToU) tardésign [4],
a fundamental part in the Time of Use (ToU) dutyline, nodal or customer scale load forecasting [5], detasponse
nodal or client scale stack estimating, requesttima and and energy efficiency targeting [6], and non-techhiloss
vitality proficiency focusing on, and non-specializ (NTL) detection [7].
misfortune (NTL) discovery.
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The core of load profiling is clustering which daa classified
into two categories: direct clustering and indirettistering
[8]. Direct clustering means that clustering methoare
applied directly to load data. Heretofore, there arlarge
number of clustering techniques that are widelydist,
including k-means [9], fuzzy k-means [10], hieraceih
clustering [11], self-organizing maps (SOM) [12lipport
vector clustering [13], subspace clustering [14jt eolony
clustering [15] and etc. The performance of eaclstefing
technique could be evaluated and quantified usiagous
criteria, including the clustering dispersion iraticr (CDI),
the scatter index (Sl), the Davies-Bouldin indexB(p and
the mean index adequacy (MIA) [16].

are not fine enough to reveal the actual consumptio
behaviors. The daily profile should be decompos#d imore
fine-grained fragments, which are dynamically chethgnd
identified. Moreover, as the consumption behavidr a0
specific customer is essentially a state-dependgathastic
process, it is important to explore the dynamiaabgeristics,

e.g., switching and maintaining, of the consumpstates and
the corresponding probabilities. The other chakeisghat of

“big data”. Considering the high frequency and disienality
of the data contained in the load curves, data setthe
multipetabyte range will be analyzed [27]. Traditd
clustering techniques are tricky to be executed libig data
world”.

The deluge of electricity consumption data with th&he existing studies on load profiling mainly focus

widespread and high-frequency collection of smagtars
introduces great challenges for data storage, coriwation
and analysis. In this context, dimension reducti@ihods can
be effectively applied to reduce the size of thadladata
before clustering, which is defined as indirectstdwing. Such
clustering can be categorized into two sub-categoffieature
extraction-based clustering and time series-basestecing.
Feature extraction which transforms the data in high-
dimensional space into a space of fewer dimendgbnk is
often used to reduce the scale of the input datecipal
component analysis (PCA) [18], [19] is a frequentiged
linear dimension reduction method. It tries to iretanost of
the covariance of the data features with the fevaetficial

individual large industrial/commercial customer, diuen or
low voltage feeder, or a combination of small cuostes, load
profiles of which shows much more regularity. loshl be
noted that although these dynamic characteristiesalvays
“deluged” in a combination of customers, they could
described by several typical load patterns. Howeweth
regard to residential customers, at least two nballenges
will be faced. One challenge is the high variety &ariability
of the load patterns. There are clear differenaesthie
electricity consumption patterns of the two restderPeak
loads have different amplitudes and occur at diffietimes of
day, for example. Electricity consumption patteatso vary
on a daily basis even for the same customer.

variables. Some nonlinear dimension reduction mngho
including Sammon maps, curvilinear component arglys

(CCA) [20], and deep learning [21] have also beepliad to
electricity consumption data. Moreover,
consumption data are essentially time series. Aewarof

I11.PROPOSED SYSTEM

as elettyric The proposed methodology for the dynamic discoadrthe

electricity consumption can be divided into sixges The

mature analytical methods such as discrete Fotrdesform first stage conducts some load data preparatiowdyuding
(DFT) [22], [23], discrete wavelet transform (DWT24], data cleaning and load curve normalization. Theséstage
symbolic aggregate approximation (SAX) [25], an€ kidden reduces the dimensionality of the load profilesngsBAX.
Markov model (HMM) [26] have been discussed in th€he third stage formulates the electricity consuampt

literature. These methods are capable of reducing
dimensionality of time series and of maintainingngoof the
original character of the electrical consumptiotada

Il1. RELATED WORK

The existing studies on load profiling mainly focus
individual large industrial/commercial customer,diuen or
low voltage feeder, or a combination of small costos,

load profiles of which shows much more regulari®p][ It
should be noted that although these dynamic chexsatits
are always “deluged” in a combination of customehgy
could be described by several typical load pattdtosvever,
with regard to residential customers, at least tnew
challenges will be faced. One challenge is the kigjfiety and
variability of the load patterns. As indicated big.F1, there
are clear differences in the electricity consumpfatterns of
the two residents. Peak loads have different aog##g and
occur at different times of day, for example. Hiedy
consumption patterns also vary on a daily basis dge the
same customer. In this case, several typical digélgl patterns

tynamics of each individual customer utilizing tHinesed
Markov model. The K-L distance is applied to meastire
difference between any two Markov model to obtdme t
distance matrix in the fourth stage. The fifth stagrforms a
modified CFSFDP clustering algorithm to discoves tipical
dynamics of electricity consumption. Finally, tresults of the
analysis of the demand response targeting arenautan the
sixth stage. The details of the first five stagesl wwe
introduced in the following, and the demand respons
targeting analysis part will be further explainedthe case
studies.

Advantages:

The proposed clustering method has the followingpathges
so that we adopt it to our study. First, CFSFDBdslegant
and simple that fewer parameters are needed withtilne
complexity, and it has shown high performance assifying
several data sets. After finding the density peattg
assignment is of each object can be performedsingle step
without iteration, in contrast with many other dkring
methods like k-means
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Fig. 1 Clustering of electricity consumption belwvynamics processes.

IV.BASICMETHODOLOGY

The proposed methodology for the dynamic discowdrihe
electricity consumption can be divided into sixgets, as
shown in Fig. 2. The first stage conducts some Idath
preparations, including data cleaning and
normalization. The second stage reduces the dimeslgy of
the load profiles using SAX. The third stage foraies the
electricity consumption dynamics of each individaastomer
utilizing time-based Markov model. The K-L distanég
applied to measure the difference between any tvaokbl/
model to obtain the distance matrix in the fourtéige. The
fifth stage performs a modified CFSFDP clusteritgpathm
to discover the typical dynamics of electricity samption.
Finally, the results of the analysis of the demaesponse
targeting are obtained in the sixth stage. Theildet&the first
five stages will be introduced in the following, darthe
demand response targeting analysis part will behéuar
explained in the case studies.

V.IMPLEMENTATION

Modules:
1. Framework
2. Local Modelling-Adaptive k-means

3. Distributed algorithm for large data sets
MODULES DESCRIPTION:
Framework:
A divide-and-conquer framework for distributed c¢haring,
where Li denotes the original data on the ith tsted local
site; Mi denotes the representative objects salefrtam the
ith distributed local site; and R denotes the glatbastering
results. Each object corresponds to a customeridedcby
transition probability matrixes.
Local Modelling-Adaptive k-means:
A set of clustering centres will be obtained by &ans, where

with the least error. This is called vector quaation (VQ).
We try to establish a local model by finding th@de book”
that guarantees that the distortion of each obpctVQ
satisfies the threshold condition.

Distributed algorithm for large data sets:

The electricity consumption data skyrocketing fopplation-
level customers, is challenging the storage, conication
and analysis of the data. Although SAX and timeebas
Markov model have largely reduced the dimensiopalftthe
load profiles, the centralized clustering technigise not
effective for big data challenges. On one hand,eleetricity
consumption data are collected and distributed ifferent
sites. The electricity consumption data of cust@mare
collected and stored on different substations thedgng to. It
is costly and time consuming to transmit whole deden each
distributed site to a central site. On the othendhathe
analysis and clustering of large data sets gathfeced each
distributed site need a very large time and menoegrhead.
When applying the CFSFDP, the dissimilarity matfall the
customers should first be obtained, which accofantmost of
the computation time.

Exist many works on parallel clustering for big aat
applications. For these algorithms, the whole datashould
reside on the same data centre and then be disiiibio

load  €Unjjtterent clients like map-and-reduce in Hadoop.isitnot

satisfied with the practical situation of electiycconsumption
data collecting and storing. Besides, some fullgtributed
clustering algorithms are also proposed to tackiese
challenges by aggregating the information of lodata and
then sending to a central site for central analysis

VI.RESULTS

Electricity Consumption Behavior
Type Home consumpton

the sum of the squared distances between eacht oisjec

minimized. These centroids can be used as a “codd’b
each object can be represented by the correspowdintgoid
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ion Behavior
or

Electricity Consumption Behavior
Type:Commerical consumption

Ele:trim'ty Consumption Behavior

Type:Commerical consumption
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VI1.CONCLUSIONS

In this paper, a novel approach for the clustehgelectricity
consumption behavior dynamics toward large dats Isas been
proposed. Different from traditional load profilifigom a static
prospective, SAX and time-based Markov model aized to
model the electricity consumption dynamic charasties of
each customer. A density-based clustering technige&FDP, is
performed to discover the typical dynamics of eieity
consumption and segment customers into differerdums.
Finally, a time domain analysis and entropy evadwmatare
conducted on the result of the dynamic clustermgléentify the
demand response potential of each group’s custoniEne
challenges of massive high-dimensional electricitypsumption
data are addressed in three ways. First, SAX cdocee and
discretize the numerical consumption data to dasedst of data

communication and storage. Second, Markov modefadelled
to transform long-term data to several transiticeitrires. Third,
a distributed clustering algorithm is proposed dstributed big
data sets. Limited by the data sets, the influeotexternal
factors like temperature, day type, and economy dahe
electricity consumption is not considered in deiptlthis paper.
Future works will focus on feature extraction aretadmining
techniques combining electricity consumption witlxteenal
factors.
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