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ABSTRACT

Big Data concern with large amount of data which is complex and continuously increasing. We can relate such Big
Data with Stock Market Prediction System. It becomes the challenging task for time series prediction of financial
market. It will predict the future for stock prices, whether increase or decrease. There are numbers of machine
learning techniques applied to predict the stock market such as Genetic Algorithm (GA), Support Vector Machines
(SVM) and Artificial Neural Network (ANN). We can get more accurate prediction value with the help of artificial
neural network. We have used multilayer perceptron neural network. Artificial Neural Network can recollect
information of any number of years and it can foresee the element in view of the past information. If we co-relate
data mining with neural network then we can get lots of achievements. Utilizing these facilities for big data is not
yet deployed. So we are just trying to utilize them and come up with the solution which is suitable for Sock Market
Analysis.
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INTRODUCTION

Researcher’s attentions are attracted greatly fomynyears in forecasting stock return or a stodexn It involves

an assumption of fundamental information that idlijgly available in the past that has some projerti
relationships to the future stock returns or indick can be represented by interest rates andaegehrates,
consumer price, growth rate of industrial produttioncome statements and dividend yields which ban
categorized as economic variables, industry speaiformation and company specific information respvely.
Huge Data begins with huge volume, (HACE portrayietbrmation) heterogeneous as diverse sorts of
representation for same people, self-ruling souasesvery information source has the capacity predund gather
data without including any brought together contmlgive dispersed and decentralized control, amakd to
investigate mind boggling and advancing connectian®ong data[l]. One of the legitimate hotspots tfur
business investigation is budgetary online groupsline networking substance can be examined with 3
noteworthy methods; we can say them as the weligprof examination and 3 levels. To start with sels group
delivered unstructured stream of web activity astp@nd twits regarding client, time and stock. arker of the
supposition communicated is second source. Madeeichst models are in view of an opinion file thates the
day by day crude movement a positive/negative mgadihird one is behavioral/social data insteadasftent. All
these three sources are amassed at client lewelp ¢evel and multi-group level.

Artificial Neural Network (ANN) is a technique thas heavily researched and widely used in stockketar
prediction [3-4]. Due to dynamic nature of markiétbecomes difficult to predict it. In technicahalysis, it is
believed that market timing is key. The Charts amatieling techniques are utilized to identify trefdgrice and
volume which relies on historical data in ordeptedict future outcomes. Stock market researchpsutates two
elemental trading philosophies; fundamental antineal approaches [Technical-Analysis 2005]. Indamental
analysis, stock market price movements are beli¢wetbrive from a security’s relative data. Fundatabsts use
numeric data, for example, profit, proportions, asministration viability to focus future gauges.dpecialized
investigation, it is accepted that market timindgeéy. Experts use outlines and displaying stratetpedistinguish
drifts in cost and volume. These later people ddpam authentic information keeping in mind the eyl to
foresee future results.
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DataMining

Data mining is a method of extracting unknown petjg information from large databases which isidespread
technology that helps organizations to focus onntiest important information in data repositoriek fBnowledge

driven decisions helps for future trends predictigth data analysis. It helps in finding the hiddeatterns, missed
projecting information. On the other hand, neuetwork is another significant method for stock pegdns due to

their ability in dealing with uncertain, fuzzyamsufficient data which may fluctuate rapidlyvary short period
of time. Plentiful research and application of mduretwork has proved its effectiveness over tiaiil methods
that exclude artificial intelligence.

Neural Network

A neural network is a massively parallel distriltliferocessor made up of simple processing unit whiah a
capability for storing experiential knowledge andakimg it accessible for utilization. A neural systds an
enormously parallel appropriated processor madefugtraightforward preparing unit which has a chtgestic
inclination for putting away experiential learniagd making it accessible for utilization. Neuratwark can be
used in speech recognition, signal processingnéiah forecasting, monitoring of process controdl anonitoring
samples for analysis.

LITERATURE REVIEW

There are several theories available for predicfunyire stock market. Analysis on large data setdighly
important in data mining. Boonkiatpong and Sintimypi [5] give a new approach which can work effitignvith
the neural networks on large data sets. Here sepsegments were formed to divide the data, anc sstwork
structure is used to learn them. Then all weightsnfthe set of networks are integrated. The reduis the
experiments show that their proposed method bamiggation Neural Network can preserve the accunduile the
training time is dramatically reduced. Accordingtieir experiment that weights of small datasetveoged faster
than the original dataset. However, the weighiaédfrom sub dataset did not achieve better reghdin they were
tested on the original dataset. Hence, they inteduweight integration approach. After the rulegnation, the
accuracy of the weight obtained from the proposethod is better than the weight set which is th& benong the
sub datasets. Wu and Wi present a HACE theorem that characterizesehéufes of the Big Data revolution, and
from the data mining perspective it proposes alBga processing model. This information driven niddeludes
interest driven collection of data sources, minangd investigation, user interest modelling, andusgc and
protection considerations. The analysis done costdie challenging issues in the data-driven maddlalso in the
Big Data revolution. The essential challenge ist thaBig Data mining framework needs to consider giem
relationships between samples, models, and datzexjyualong with their evolving changes with tinrel ather
possible factors. Also it faces the problem of aotoous information sources and the variety of ta dollection
environments, often result in data with complicatedditions, such as missing/uncertain values.

Kannan et al [6] shows Data analysis is one wagreflicting of future stocks prices using data ngniechniques.
Five methods such as Typical Price (TP), Bollingamnds, Relative Strength Index (RSI), CMI and Magyvin
Average (MA) of analyzing stocks were combined itedict the day’s closing price better than levesighificance.
Various global events and their issues are alsestiyated. These indicators support both numeyicaiid
graphically. This algorithm was able to predicthi& following day’s closing price would increasedacrease better
than chance (50%) with a high level of significan€arthermore, this shows that there is some \glidi technical
analysis of stocks. This is not to say that thgodathm would make anyone rich, but it may be uksé&du trading
analysis. The algorithm performed well on half lné stocks and not so well on the other half ofstoeks. Babulo
et al [2] describes various Neural Network modelsstock prediction. The prediction was done bydoar neural
network, ARIMA-based neural networks, genetic aitipon, recurrent network, back propagation netwaddial
basis function, branch network, functional linkifeetal neural network, feed forward neural netwopfizzy neural
network etc. Analysis of all these Neural Networ&dals is performed in this paper, as well as theréuwork. The
problem of stock index prediction is one of the tmaspular targets for various prediction methodshia area of
finance and economics. In the past many Computtibrtelligence techniques have been applied te thAsk
including neural network, fuzzy and hybrid modelsgenetically developed prediction rules. Despit@renous
previous efforts and a wide range of methods agptiethis problem, efficient stock market prediati@mains a
difficult task mainly due to complex and varyingtime dependencies between factors affecting thee pStock
market prediction without sentiment analysis usingeb-traffic based classifier and user-level asialgrovides the
predictive power of online community traffic witlegard to stock prices [7]. Using the largest datéselate,
spanning 8 years and almost the complete set 00BBiCcks, they trained a classifier using a seteafures
entirely extracted from web-traffic data of finasconline communities. The classifier is shown tdperform the
predictive power based on price time-series, aedpgrformances were similar as the classifier lmgtisidering
price and traffic features together. The best ptedi performances are achieved when long-termnaidderm web
traffic levels were formed. Traffic-related featsrseem effective in predicting stock rises wheragerdevels of
traffic are coupled with stock size.
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PROPOSED WORK

Architectural Model of Proposed System
Proposed system architecture of stock market piiediés shown in fig.1, Different modules used tnare as
follows -

Data Analyzer

The system that has to be developed has beenfigddsi two types one is on the static databaseaarudher is on
real time system. We handled the static databatbeonécle 10g as the background and for real tiyséesn we will
use the yahoo finance dataset.

Classification

Central input to the prediction system is sharaittedf current market and history of share markée prediction
system will predict proposed rate for shares. Rtadi details and current details will supply tocidgon making
system. Input to that decision making system isest@rediction details. Decision making system satke decision
that whichever we have to auction the share or aeeho procure it. When the worth of share increaiee
shareholder can auction shares to get the turranetiwhen value of shares decreases, the sharelvaldgrocure
the shares having a smaller amount market valuehanchn auction that shares when the cost of treteswill

increase,. To perform this activity shareholder wét threshold value in system. The alert is git@rthe share
holder at whether he is in profit or in loss. If et profit, those shares can be auction by himithd is in loss,
then he can procure shares of fewer market prindsttzen he can sale those shares after growthein iarket
value.

Sell and Purchase based on threshold

Threshold is used to store value in system bywhige shareholder take decision to be sale or pgeehf he is in
profit, he can sell those shares and if he is $s,Ithen he can purchase shares. Threshold isra&efcompany for
both sell and purchase. While setting the thresfaldell we have consider the factors for the canyplike number
of shares, target amount and the loss. Paraméersdmpany name, number of shares, and amourmastdered
for setting the threshold for purchase.

Hugs Share Markst Datshaza
Diata Analyzer
Clazzification
Currant Diatails Pr=diction Diatails

Weural Wetwork (uery Procazzing

Usar Agdmin Company Sham

Fig. 1 Proposed System
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Neural Network Query Processing

In a neural network, each neuron except the neuoongput layer receives and processes stimuliugs)pfrom
other neurons. The processed information is availabthe output end of the neuron. The fig.2 tHaies the way il
which each neuron in aWiLP processes the informatic

A neuron of thd " layer receives stimuli from the neuronsl-1" layer, that isz{!,z{™?, ...., z;", . Each input is
first multiplied by the corresponding weight paraeneand the resulting products added to produce a weight
sumy. This weighted sum is passed through a neurowadicth functions to produce the final output of the neur
This outputz! can, in turn, become the stimulus for neurons énrtéxt laye.

A Z;

T
-7

Fig.2 Information processing by i " neuron of | " layer [10]

T
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Activation Function
The most commonly used hidden neuron activatiootfan is the sigmoid function given
1
o(y) =

1+e77
The processing of activatidanction is shown as follov
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Fig. 3 Activation Function [10]
ALGORITHM USED

The algorithm for Prediction using Neural Netwonpkins the multilayer perceptron (MLP) neural nethv It is
the feed forword neural netwariGenerally an input patternfrom the training set is given to MLP for gettirtge!
output y. Inthe MLP an input pattern, x, from the training setent. We have to compare y with target t, totige
error quantity. Use the error quantity to modife thieights, so next time y wbe closer to t. Repeat with anothe
from the training set.

Procedure: Prediction using Neural Network [11]

1. Initialize the network, with weighbetween -1 and +1.
2. Present the first training pattern, and obtAedutput
3. Compare the network tput with the target outpt

4. Propagate the error backwards.

(a) Correct the output layer of weights using thiéofving formula
Who= Wpo + (116,04)
wherew,,, is the weight connecting hidden unit h with outpnit o, n is the learning rateo, is the output at hidden
unit h. 4§, is given by the following.
60 = 00(1 - Oo)(to - Oo)
whereo,, is the output at node of the output layer, ant — o is the target output for that no
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(b) Correct the input weights using the followirngrfiula.
Wip = Wip + (18,0;)
wherew;;, is the weight connecting nodef the input layer with nodi of the hidden layem; is the input at node
of the input layery is the learning rate.
6, is calculated as follows.

Op = op(1—o0p) z 8oWho

[
5. Calculate the error, by taking the average difiee between the target and the output vector.

E— Zfl=1(to—oo)2

P
Wherep is the number of units in the output layer.

6. Repeat from 2 for each pattern in the trainieigt@e complete one epoch.

7. Shuffle the training set randomly. This is imjanit so as to prevent the network being influertnethe order of
the data.

8. repeat from step 2 for a set number of epoahsntil the error ceases to change.

EXPERIMENTAL RESULTS
Experiment 1: Stock Market Analysiswith DAX Dataset

We trained the network with the DAX (German stonkex) data — for month march 2015 frofy 1o 30" - to
predict the value at 31.03.2015. As a strategy ake the sequences from 4 days to predict edctia§. In the
training set 8 day is the supervised value. For testing we'llpispared data set in which the DAX data are given
from the 27, 28, 29 and 30.03.2015 to predict tleerat 31.03.2015.

Since the network is initialised with random weigrdlues, the test results will differ from a cakltidn to
calculation. After five tests it came out with tf@lowing prediction - results for 03.31.2015: 408%; 4081.28;
4073.08; 4075.22; 4087.42. The duration time wasa

OAX Data
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4100
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3800 -+ in
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— — — — — — — — — — — — — — —
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Dates of March 2015
Fig. 4 DAX datafor 1st -30th march 2015
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Fig. 5 Predicted DAX valuefor 31st March 2015
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Experiment 2: Stock Market Analysiswith Case Study
Case Study 1: Processing of neural network on 10 days
For the Case Study 1, we have used the 10 dayagedttaset with 3 layers of neural network to pmethe
estimating closing price. Three iterations are usbére the third iteration gives nearly the probablitput. The
detailed description is as given in following table As shown in the table 1 the outcome from firet fteration is
far away with the actual value. In second iteratioa are closer to the output. And in the thirddtem we are

almost have the actual value.
Table-1 Comparison of Iterationson 10 days

No of Day: | No of Layer: | lteration : | lteration : | Iteration{ | Outgut
10 3 542.2¢ 499.87! 494.¢ 494
Analysis for 10 Days
550
540 -
530 -
g 520
5 510 -
£ 500 -
C 400 -
480
470
460 - . . .

lterationl lteration 2 lteration 3 Output

Comparision of Iterations and actual result
Fig. 6 Analysisof 10 Days

Case Study 2: Processing of neural network on 50 days

For the Case Study 2, we have used the 50 daysgefitaset with same as it is predefined 3 lagérseural
network to predict the estimating closing pricerééhiterations are used where the third iteratiwesgnearly the
probable output. The detailed description is asmiw following table 2. As shown in the table k2 butcome from
the first iteration is 504.8 which is far away witte actual value 463. In second iteration we &see to the output
as we are getting 477.75 and in the third iteratverare getting 463.52 where actual value is 463.

Table-2 Comparison of Iterationson 50 days
No of Day: | No of Layer: | lteration . | lteration: | Iteration? | Outpu
5C 3 504.¢ 477.7" 463.5: 462

Analysis for 50 Days
510

500

490 -

480 -

470 -

460 -

B B
440 - : ; ;

lterationl lteration 2 lteration 3 Output
Comparision of Iterations and actual result
Fig. 7 Analysis of 50 Days

CutCome

Case Study 3: Processing of neural network on 100 days

For the Case Study 3, we have used the 100 daysgtelataset with same as it is predefined 3 lapénseural

network to predict the estimating closing pricerdéiterations are used where the third iteratiweggnearly the
probable output. The detailed description is agmiw following table 3. As shown in the table-8 thutcome from
the first iteration is 457.4 which is far away witie actual value 470. In second iteration we &rgec to the output
as we are getting 472.63 and in the third iteratierare getting 470.26 where actual value is 470.
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Table-3 Comparison of Iterationson 100 days

No of Day: | No of Layer: | Iteration : | Iteration 7 | Iteration { | Outpu

10C 3 457.2 472.6: 470.2¢ 47C
Analysis for 100 Days
475
470
g 465
S 460
=
2 455 -
450 -1
445 - T T T

lterationl lteration 2 lteration 3 Output
Comparision of Iterations and actual result

Fig. 8 Analysisof 100 Days

CONCLUSION

Selection of data and methods for data mining asaral network is an essential job in stock marketiztion.
With the combination of both data mining and nemetivork one can easily deal with unpredictabla diae stock
data. We can get more accurate prediction valub thié help of neural network. Traffic-related featiseem
effective in predicting stock rises when certaiuels of traffic are coupled with stock size. Thestopredictive
performances are achieved when information abogkstapitalization is coupled with long term andiftérm web
traffic levels. The NN has ability to extract udefuformation from the dataset so it is widely plegry important
role in stock market prediction. These approachesuaed to control and monitor the entire the stoekket price
behavior and fluctuation. As the Big Data is chteazed by HACE we can relate it with Stock Marketdiction
System. For that purpose we are using huge shar&emdatabase, and by applying neural network back-
propagation algorithm we can work with our systéveural Network can be useful for handling complextad
Effective market prediction can help investors witide advices or can be used as a component iasidenatic
trader agents. Sometimes prediction systems irttlireelp traders by providing supportive informatisuch as the
future market direction.

Based on the knowledge extracted from the histbpidaes of such stocks the decision has been takent buying
or selling stocks. It will be conducted based oe ofithe data mining techniques; the back propagatip to this
stage no one has applied strategy for big data lasysimulated to the specific dataset. Our aito ind most
effective tool which will predict the market circetances based on previous historical data andhibiceshat has
been defined. As the neural network is more likel rieervous system it is most likely applicable targilel
organization. It permits the solutions to problemisere multiple constraints must be satisfied siemdbusly.
Neural network provides various benefits such aghHAccuracy, Noise tolerance, independent from rprio
assumption, ease of maintenance, and problem naleraFinally, reconsidering the factors high aacyrand ease
of maintenance we can improve the overall impacuwfbig data based stock market prediction syskeruture, it
can be further investigated with real time stoctadeom any market using neural network.

ANNSs are used with reservation for their time-cangg training to get high precision. In the neaufa, we plan
to keep on investigating the factors that affectesyn performance, and consider improving the sp@edaccuracy
of the neural network. Additionally, future resdashould focus on the examinations of other tygastworks that
were rarely applied, such as Hopfiled's, Kohdisertc. Finally, almost all researchers emphasieerntegration of
NNs with other methods of artificial intelligence ane of the best solutions for improving the latigins. The
Future scope of the work will concentrate towanying different ANN architecture and identifying eh suits
well for prediction along with different traininghd learning functions.
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