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ABSTRACT

Image Mosaicing is an active research area in cot@pwision and computer graphics. Image mosaicsdhe
process of combining two or more images of the saosme into one high resolution image which isezhll
panoramic image mosaicing. Image mosaicing tectesqean be categorized into two general approactasct
and feature based techniques. Direct techniquespeoenall the pixel intensities of the images wititle other,
whereas feature based techniques aim to determiredaéionship between the images through distieettires
extracted from the processed images. Feature etkracs the process of extracting the invarianttéeas from the
images. Several methods were proposed earlierHferféature extraction like Harris corner detectardascale
invariant feature transform (SIFT), which are diffit and time consuming for real time applicatiobe wavelet
feature extraction is not effective because of dgmmsing the image into wavelet subspaces at vasoakes and
extracting key point by decomposing low frequencgffecients to get high frequency coefficients. Aaiso
wavelets will give an orientation variant featurdieh is not suitable for much application like ineagnosaicing.
To achieve a better feature extraction a novel metis introduced and implemented by using complaxelet
packets. Here the image decomposed into waveleipagbs at various scales and extracting key pojnt b
decomposing high frequency coefficients to get Hiighuency coefficients. This makes feature extactery
simple and more effective at different scales tosgy@ng key point. Implementation results showt tha feature
extraction by using the proposed method is moralvkd for real time applications when compared wétkisting
methods.
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INTRODUCTION

A panoramic image mosaic is a synthetic composigienerated from a sequence of images and it caftaéned
by understanding the geometric relation betweeniitegges [10]. The geometric relations are the coaid
system that relates the different image coordisggtems. By applying the appropriate transformatiarwarping
operation and merging the overlapping regions stodied images, it is possible to construct a sirigiage
indistinguishable from a single large image of sagne object, covering the entire visible area efgbene. The
output image is the motivation for image mosaiciMgsking can be done in three steps they are fea&ixtraction,
stitching, and blending. The majority approachesage stitching require nearly exact overlap betwenages
and identical exposures to produce seamless re3iksdirect and feature based techniques are demesl as the
main approaches for image mosaicing. The direchriigeies work by directly minimizing pixel to pixel
dissimilarities. Otherwise, the feature based tapies work by extracting a sparse set of featured then
matching these to each other [11].

Features should be distinctive objects which arssiiady uniformly spread over the images and withdifficulty
in finding these features. The identify featuressatthe original and sensed images must have énoogmmon
elements, even when images do not exactly covesdhee scene. The desirable property for a featetectbr is
repeatability whether or not the same feature bélldetected in two or more different images ofshme scene.
Many computer vision algorithms use feature detectis the initial step. Features are distinguishgbbperties,
distinct areas of interest such as an edge; camarcontour can be considered as features in agam
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Edge detection is an important task in featureaetion. An edge in an image is a contour acroshviie
brightness of the image changes abruptly. An edgector is basically a high-pass filter that canapelied to
extract the edge points in an image. In additiordges, the corners are also considered the kmstrds that can
be extracted from an image. Other than edges amis) blobs are also the best candidates for aiigasalient
features in an image. Blobs are regions in the érthgt may contain objects of interest and areseitiighter or
darker than its surroundings. Some of the appraaehgployed to detect blobs are Laplacian of GangtiaG),
Difference of Gaussian (DoG), Determinant of Hess&c. which are chosen appropriately for the éesir
application.

Harris corner detector [1] is a well-known interkey point detector due to its invariance to ratatiillumination
variation. But it doesn't scale-invariant. Lowe[24 [3], has addressed the problem of affine ineace for feature
extraction and proposed the so called scale-innafeature transform (SIFT) descriptor, that isanant to image
translations and rotations, to scale changes (kdimg robust to illumination changes, but has saecution time.

WAVELET BASED FEATURE EXTRACTION

The wavelet is proved to be a powerful mathematioal. It can be used in many image processirgieations

such as compression, image edge enhancement, andefextraction. Wavelet transforms can decomprosges

into elementary building blocks that are well lozadl both in space and frequency. A wavelet is usedivide a
given function into different frequency componerswavelet transform [4] is the representation dtiaction by

wavelets, which represent scaled and translatditasf a finite length. Wavelet analysis considtslecomposing
an image into a hierarchical set of approximatiand details. For image analysis uses two-dimenkioagelets

and corresponding scaling functions obtained frara dimensional wavelets by tonsorial producingleitomposes
the image into low and high frequency bands andyaizathe information in an image with less numioér
coefficients. Extracting the features this metlosimple and fast.

LL3 | HL3
HL2
LH3 | HH3 HL1
LH2 HH2
LH1 HH1

Fig. 1 Wavelet decomposition

The above figurel represents the process of wadelmmposition. Apply wavelet transform on the hessaf row
operations, but now moves column-wise starting fitbin left column where we use wavelet or scalingcfion
depending on whether we want LL, LH. HL or HH compaots It decomposes the image and generates low
frequencies and high frequency outputs. These taigme referred as an approximation, horizontadifjetertical
detail, and diagonal detail. First, we must getdhaation for the scaling function and separableeles functions,

so Eq. (1) Is the separable scaling function, B}j- €q. (4) Is the separable wavelets. Heferefers to the change
along the columns which means the horizontal edféss the difference along the row, which refers te tertical
edges¥ " is the variation along the diagonals.

Hx.y)=e(X)e(y) )
P (x,y) = () (Y) (2)
P(x,y)= V() ¥(Y) ®3)
o(xy)= #(x) L(y) 4)
Now separable scaling and wavelet functions, weasaign the scaled Eq. (5) And translated basig@gEqQ.
B imn(%.Y) =22 (21 x-m2) -1) ®
W (k) = 224" @ -m2! -1y ©
] . :
Wimn (%,Y) = 224" @ ~m2’ -n) (7)
j . :
WY imn (X, Y) =2"74° @ -m2' -n) (8)

Once we have the basis function, we can now défieeliscrete wavelet transform of the image whigh lbe found

at Eq. (9) - Eq. (12) where M, N, H, V, B¥LI(jO; m; n), DE (; m; n), DE (; m; ny, [E (; m; n), represents
the numberof columns in the image, number of rows in the gmahorizontal, vertical, diagonal, approximate
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coefficients at scal§ which is usually equal to 0, horizontal, verticahd diagonal detail coefficients at scale j
wherej , jo respectively.

1 M-1N_1

W¢(j0’m’n) = \/W Z f(X! y)¢J,m,n(X1 y) (9)
x=0 y=0
" .y . _ 1 M-1N-1 " 10
Ww (J,m,n)— m ‘ 1 f(X1 y)[// j,m,m(X7 y) ( )
x=0 y=
v . . _ 1 M-1N-1 v 11
wy (j;m;n) = Mz Z O (x) (11)
3 P (X Y) (12)

x=0 y=0

After the wavelet decomposition of both the basdefence) and input (sensed) image, the algoritkimagts the
approximate coefficients from the wavelets. Thesosafor decomposing the images is to acceleratedimputation
speed by making the original images smaller. lfraage is decomposed by the 2D-DWT then four sulgasacan
be obtained. One low-detailed sub-image can beirdziarom the low frequency component and the othere
more detailed sub-images can be obtained fromitite frequency components. The three detailed sidgén also
have the three directional edges of shapes, whdmeetional edge has a specified direction andntation. In the
2D-DWT, the three detailed sub-images have vetrticatizontal and diagonal edges, respectively. ZBeDWT
can therefore detect various image features fromows frequency components. However; there is alpro in that
the 2D-DWT is not shift-invariant. This problem meathe analysis using the 2D-DWT is sensitive tangjes in
phase.

WAVELET PACKETSBASED FEATURE EXTRACTION

The weakness of wavelet transform is overcome by trensform method, which is based on the wavedgisform
and known as wavelet packets. Wavelet packets etterbable to represent the high frequency infoionaf6].

Wavelet transform, extract features only in lowgfrency bands, but the features are also presdmglinfrequency
bands. To achieve a better feature extraction wpeclat packets. Wavelet packets represent a siogildn of
Multiresolution decomposition [7]. In the waveleaqgiket decomposition, the iterative procedure idieggo the
coarse scale approximation along with horizontahitlevertical detail, and diagonal detail, whichatls to a
complete binary tree. Structure of three level deposition of wavelet packet is shown in figure 2daree
structure of wavelet packet decomposition up tatire level is shown in figure 3.

The orthogonal wavelet decomposition procedurdssgiie approximation coefficients into two partftef splitting
we obtain a vector of approximation coefficientsl an vector of detail coefficients both at a coarsgale. The
information lost between two successive approxiometiis captured in the detail coefficients. Thea tlew
approximation coefficient vector is split againthe wavelet packet approach each detail coefficieator also
decomposed into two parts as in approximation vesgplitting. Due to decomposition of only the appnoation
component at each level using the dyadic filtendh@ma normal wavelet analysis the results of fiestey resolution
in higher-level DWT decompositions are less dedirali may cause problems while applying DWT intair
applications which the important information isdted in higher frequency components. The frequeesglution
of the decomposition filter may not be fine enotiglextract necessary feature from the decomposegasition of
the image. The necessary frequency resolution eaachieved by implementing a wavelet packet transfto
decompose an image further. The wavelet packetaddtha generalization of wavelet decomposition tfters a
richer range of possibilities for image analysis.wavelet analysis, an image is split into an apipnation and a
detail. The approximation is then split into a sabdevel approximation and detail, and the prodessepeated. For
n-level decompoasition, there are n+1 possible waydecompose or encode the image. In wavelet paciadysis,
the details as well as the approximations can bie $his yields more than different ways to encdke image.

LL,LL: | 11,HL, | HL,LI, | HL,HL,
LL,LH, | LL,HH, | HL,LH, | HL,HH,
LILLL, | LH,LEH. | HELLL, | HH,HL, yj/ \\ }x
LELLE. | LE,HH, | HILLH, | HH,HH,

Bl ":I 3- ) IHII [H3)

Fig.3 Tree structure of wavelet packet decomposition

Fig.2 Structure of threelevel decomposition of wavelet packet
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The wavelet decomposition tree is a part of a cetepbinary tree. As stated above the wavelet paahkalysis is
similar to the DWT with the only difference that addition to the decomposition of the wavelet agpnation
component at each level, the wavelet detail compbigealso decomposed to obtain its own approxionatind
detail components. Each component in this wavedetkgt tree can be viewed as a filtered componetit wi
bandwidth of a filter, decreasing with increasiegdl of decomposition and the whole tree can beefdkeas a filter
bank. At the top of the tree, the time resolutiéithe wavelet packet components is good, but axaense of poor
frequency resolution, whereas at the bottom withube of wavelet packet analysis, the frequenaylusn of the
decomposed part with high frequency content caindreased.

PROPOSED METHOD

Input images

1]

Decompose the image using complex wavelet packét Up
second leve

I

Combine all the high frequency coefficients

[

Set the threshold to get the strong feature

[

Homography estimation using RANSAC

1l

Feature matchir

Il

Image blending

1l

Output mosaiced image

Fig.4 Block diagram for proposed method

A. Featureextraction

The figure 4 represents the Block diagram of tt@ppsed method. In this method first decomposerttagé using
the complex wavelet packets up to second levelsettond level combine all dilated frequencies amdvdethe
approximate coefficients, i.e. combines horizontartical and diagonal frequencies. After combinald high
frequencies set the threshold to get strong kewntpoiProject these strong key points in the inpoage by
multiplying each coefficient by four times becaule input image can be analyzed in one of the fopatrt of the
original image. Complex Wavelet packet decompasiigosimilar to the ordinary wavelet packet decosifan. To
get the phase information multiplies the complextat the end of a wavelet packet decompositioa tigigure (5)
shows the combine all dilated frequency coeffiganteach level of wavelet packet decomposition.

LL,LL: LI HT, | HL,LT, | HL,HIL,
LE,LH: | LI, HH: | HL,ILH, | §HI,HH:
LH,LL. | 9, LM, | HH,LL, | BIH,HL.
LH,LH, | LHHH, | HELLH, | HIHGHH,

Fig.5 Combine dilated frequency coefficients
B. Feature matching
Feature matching aims to detect features and tleohnthem. Local and global registration startenftbese feature
matches, locally registers the neighboring imagesthen globally adjusts accumulated, registraémor, so that
multiple images can be finely registered [1AJter points of matching have been found, they needompare
themselves. It is used a maximum correlation tcereine matches between two images. It is compléted
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analyzing of the pixels around each point of thst fimage and compares them with the pixels areawady other
point in a second image. The most common pointgaken as matching pairs. It can be seen very frn@th the
picture, however, that many points have been wsongtrelated. This is the case of the diagonalslitieat do not
follow the same direction as the majority of otliees. Homography Estimation It is needed to definmodel,
which can translate points from one set to therd®le It can be used to project one of the twag®as on top of the
other while matching most of the correlated featpoints we require a Homography matrix, which hhs t

opportunity to match the two imagdsirst identifying the correct key points by usindiRSAC. It is the algorithm
to estimate the mathematical model of a set ofrwksedata. Observed data contain both inliers ailiecs. Where
inliers correspond to a set of data that can berdesi by some set of parameters, whereas outletaot be
described by a model. So, for an accurate modeliditthese outlets have to be eliminated.

C. Blending
Image Blending is the technique which modifies itnage gray levels in the vicinity of a boundarydbtain a
smooth transition between images by removing tBeaens and creating a blended image [8].

ALGORITHM FOR IMAGE MOSAICING USING COMPLEX WAVELET PACKETS

Stepl: The first step of panoramic image mosaicing take images of size 449X677

Step2: Decompose both original images using complex vevmckets up to the second level only.

Step 3: Summing only the high frequency coefficients in@&l level decomposition, because this featurefisield

as the high frequency wavelet coefficient and edetlthe low frequency coefficients.

Step 4:Project these points in an image by multiplyingrfomes of each key point location because in sédevel

of wavelet packet decomposition the image can ldysis done on 1f4part of the original image.

Step 5: Plot the maxima and minima key points which areaimt®d from the threshold. Here total number of key
points detected in both images is 871.

Step 6: After obtaining the key points in both the imagest step of mosaicing process is feature matctimthis
step first identifying the correct key points byngsRANSAC.

Fig8. key pointsin both theimages
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Fig9. Features matching Fig10. Output panoramic mosaic image

Step 7: In order to recover the incorrect matches, theembrmatches are filtered by identifying subsetkey
points that agree on the object as well as itstioeascale and orientation in the new image. Totahber of key
points matching is 128.

Step8: Image Blending is the technique which modifiesithage gray levels in the vicinity of a boundaryotatain
a smooth transition between images by removingetseams and creating a blended image.

Step9: After performing the image blending finally get thenoramic mosaiced image.

RESULTS

Fig. 14 output panorama
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CONCLUSION

In this study, the problem of feature extractionis addressed and different algorithms in the Iitem are
implemented and compared. The comparison critefigdhese algorithms are computational load and time
complexity. Previous methods the features are emlyacted in low frequency regions only. To overeothis
limitation, we propose a novel method for imagatdee extraction using Complex wavelet packethism method
first decompose the image using complex wavelekgtacand combine only the detailed frequency caiefiits in
each level because the feature is a strong paitéat present in horizontal, vertical and diagaegions. An image
masking is the process of combining two or moregesa In image mosaicing Feature extraction is they v
important role. Extracting the features this meti®daery simple and less time consuming when coegp#o the
other methods.
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