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ABSTRACT

A new approach to model failure-prone FMS is bgtflecomposing it into a group of closed-loop pician
lines. To evaluate this approach, the decompositimthod of Frein et al (1996) was extended to ipocate
failures with repair times having a generalized exential distribution. It combined and then extethttee work of
Dallery et al (1988, 1989), Frein et al (1996), abdllery and Bihan (1999). The FMS was treated hasea
group of disaggregated non-homogeneous closed-lmmguction lines. Each non-homogeneous closed-loop
production line was analyzed and subsequently tesabitained from them were aggregated to give perdoce
parameters of the FMS. A simulation study was donalidate the results.
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INTRODUCTION

In this research, the failure-prone FMS (Fig. 1ajproximated by a group of automated closed-lamalyction
lines. The process harnesses several recentlyspelliresults. A routing policy decides which paific line a part
will go to. The overall behaviour of such a congtvate would depend on the performance of the iddadi
production lines constituting it. Each such clossap production line is configured here as a seqeeof
machines (Fig. 2), the sequence containing one are machines of same type or different type. Fisited
buffers separate the machines in the line. Pasts ftom one machine to the next machine along ithe. [Each
part spends a fixed amount of time called the @sicg time on a machine. This processing time nifigrdrom
machine to machine. Further, repair times in thesent work are assumed to have generalized expahen
distribution. The individual machines are pronddibure caused by events such as equipment breakaigsing
parts, tool wear, operator error, and quality peaid. These failures influence the performance o$exd-loop
production lines. When a machine fails, it is uride for an amount of time required to repairTihis time is

known as repair time or downtime of the machine. .
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Fig. 1 Conceptual Makeup of an FMS modeled as a CQN
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In a closed-loop production line, when a machineis failed state, the number of parts in the ngash buffer
tends to increase while the number of parts indbnstream machine tends to decrease. If the éadandition
persists, the upstream buffer may become full amequently, the upstream machine may be blocketdlagy,
the downstream buffer may become empty and, thexetbe downstream machine may be starved. Hehee, t
failure of a machine may lead to starvation ancckilg of its adjoining machines. Most failures abguction
lines are operation-dependent rather than time robpe i.e. failures occur only when the machinevesking
(Buzacott and Hanifin, 1978) and also machines ctrfiail when they are fully starved or fully bloackeA
machine is blocked if on completion of the procegsif a part, the downstream buffer is full.

Scope and Organization

This research adopts a different approach to madtlilure-prone FMS—it uses closed-loop productiibes.
Section 2 introduces the closed- loop productioedi nomenclature and it reviews past related wdete, the
manner in which an FMS is decomposed into sevéfferent closed-loop production lines is illustrdtésee Fig. 2).
Section 3 describes the method for analyzing nandgeneous production lines. Two methods are predent
Section 4 shows how the closed-loop productionslinedel may be developed by employing transformatio
Section 5 presents the computational algorithrmfodeling an FMS using closed-loop production lirgsction 6
describes the use of this model in performanceuatiain. Section 7 presents numerical results dcilare-prone
FMS model.
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Fig. 2 Decomposition of the FMS into four closed-tap production lines
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Introduction to Closed-Loop Production Lines

indices are given below).
Indices used in this research are defined as fatlow
Index  Characteristic represented
h : homogenized (line)
j : production line
i : machine in a production line
e : generalized exponential (GE)
u : upstream machine
d : downstream machine
A new part entering the system from outside is nediron a pallet. The pallet carries it to machgneupmc; ,

then to buffers!, then to machine groupic), and so on, until it reaches buffeg’l , after which the pallet goes

back tomc] where the finished part is removed and the palletused for another new part. Assume that there a

always new parts available at the input of theesysand unloading space available at the outpuh®fsystem.
Pallets are used to carry parts throughout theymtiah line. As is the case with closed loop quegeaietwork
(CQN), it is assumed here that a limited numbelf adlets keep recirculating in the system. A neat s released
to the system only if a pallet is available at thad/unload station. The part is then loaded oh& gallet and
remains on it during its sojourn in the system. Whte last operation has been performed, the pamlbaded and
the pallet becomes available to carry a new pais.dssumed that the FMS produces only one tygaud$, though

they may each require differing amounts of proecegsthere is no rework or rejection. Each buffecasnected to
exactly two machinesic! andmcl,, , and is namesd! .

i+l

In general, the time that parts spend on machipepy is random. This randomness may be due tobilitsian
processing times and/or failures of the machin@ggo Owing to this variability in processing timefghe machine
groups, FMS are represented using non-homogenewss However, processing times are assumed atchinga
group to be deterministic, but the time-to-failafe¢he machine group is exponentially distributed.

A machine group may fail only when it is processmg@art. Thus, failure is operation-dependent. fiime-to-
failure is exponentially distributed. Let! be the failure rate of machine group/. Its mean time to failures
(MTTF) is thus/t, . Since, operation-dependent failures are congiders,’ is the average working time of
machine groupmc; between two failures. After a machine group hdsdait is put under repair. Repairing times
are also exponentially distributed. Let be the repair rate of machine growg' . Its mean time to repair (MTTR)

is therefora/r) . It is assumed that when a failure occurs, thé gtays on the machine group, and that processing
resumes after the repair is completed, igreémptive-resume policig in effect. When machine groupc; is in a
failed state, the number of parts in buffet, tends to increase while the number of parts indsuff tends to
decrease as the parts move from it to next maafioepmc),,. As said earlier, if this condition persists, feuaf

B, may become full, and if machine growz!, completes a part, it will be blocked and thereforevented from

working. Similarly, buffer 8/ may become empty. In that case, machine grewp, is starved and therefore
prevented from working. It should be noted thaicsioperation-dependent failures are being coreider machine
group might fail only if it is neither blocked nstarved. Note also thaic/ is never starved and machine group

Mcr{'j is never blocked as it is assumed that new pagtalavays available at the input of the system spate is

available at the output of the system.

Such systems are difficult to analyze because aif thrge state spaces and their un-decomposability method
used in this research is based on the model thpbgimates they-buffer system by individual buffer systems.
The parameters of the single buffer systems arerm@tied by the relationships existing among thavdldhrough
the buffers of the original system. The calculatidrihroughput and average levels is difficult hesmof the great
size of the state space. Each machine group cam foair states: operational, blocked, starved, ander repair.

Buffer B/ can be inp/ +1 states (the content of the buffer can have vdiws 0 to b/ whereh’ is its maximum
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capacity). Consequently, the Markov chain repregint ofn; machine groups closed-loop production line with

.
buffers has a state space of cardinaﬂtﬁ 0 +1) .

i=0
This state space is too large to allow brute fa@eulation. The approximate decomposition algamitthescribed
below reduces this effort considerably.

The two-machine transfer line, i.e., a line comsgsof only two machines separated by a finite éyfhas been
extensively studied in the literature. The usuabiagptions are that both the time-to-failure andtitme-until-repair
is complete are exponentially distributed. Howeeeen in this simple case, no exact solution leadbgen derived.
As a result, two approximate models have been stgdefor it, called respectively ttdiscrete modeland the
continuous model

Both approximate models provide very accurate tequibvided that the time between failures andtittne until
repair is complete are much larger than the prawgdsnes. This condition holds in many applicagcand is true
in the case of FMSs.

Many researchers have analyzed the longer trafisies. Gershwin and Schick (1983) have derived sacte
solution for the three-machine version of the disermodel. However, it appears that ‘it is diffictd program, ill-
behaved, and not extendable to larger problemg’st@en, 1987). Therefore, a solution for transfiee$ with more
than two machines would require approximations. Taifferent types of approximate techniques havenbee
proposed so far to solve transfer line problemsesEhare named, respectivejecomposition methodand
aggregation methods.

Frein, et al. (1996) proposed an analytical mettwodvaluate the performance of closed loop prodadines with
unreliable machines and finite buffers. The priteipf this method is to decompose tﬁen;'rmachine homogenized

closed-loop line called.’ into a set of ptwo-machine open lines tagged, i = 1, ..., n Each linel/is a
continuous-flow model consisting of an upstream iz Mc), , a downstream machinec),, and an intermediate

buffer, B/ . In this method the repair time distribution ofchame M/, andwm/ is approximated by an exponential
distribution with the same mean.

Le Bihan (1998) describes several homogenizatiothoas for tandem lines. These methods can be exdetal
assembly/disassembly systems, so that the origimalhomogeneous tree-structured system is transfbinto a
homogeneous one, which is then analyzed by theaudstbf Gershwin (1991) or Di Mascolo, David, andl&
(1991). Dallery and Bihan (1999) proposed anotp@raximation technique for the analysis of operetgptransfer
lines. The processing times are deterministic dhtha machines have the same processing time. Tiseytwo-
moment approximation instead of a one-moment apmation of the repair time distribution for equieat
machines. The literature summarized above indictitaslittle is available yet for analyzing maimtability and
reliability of the FMS using closed-loop productitimes. This research is an attempt to extend ptesviesearch on
modeling of closed-loop production lines into thedeling of failure-prone FMSs.

In this research, an FMS such as the system shoWigi 1 consisting of M machine groups is modeled group
of M closed-loop production lines. Each productlore is analyzed using an extended decompositiohnigue.
This extended decomposition technique developethisiresearch uses the generalized exponentiaibdison
(two-moment approximation) for repair time disttiom of mc) and mc, machines. Use of generalized

exponential distribution was suggested by Dalleng &8ihan (1999) for open transfer lines. It wasicest by
Dallery and Bihan that the original decompositioathod by Frein et al. (1996) for closed-loop prdaclines,
may not give accurate results for those cases whereeliability parameters (mean times to failarel repair) are
of different orders of magnitudes. This weaknesth@émethod due to Frein et al. is addressed imptasent work
by using generalized exponential distribution iagal of exponential distribution for repair time tdisution of
machines. This technique was used in this resdardhe reliability analysis and modeling of a ta#-prone FMS.

In Fig. 2 the central server model of FMS (Fighap been conceptually disaggregated into a growoséd-loop
non-homogeneous production lines. Each resultingphmmogeneous production line is then separatedyyaed.
These non-homogeneous lines are converted into genemus lines. To illustrate this adaptation a Hygtacal
FMS is used (shown in Fig. 1) that has four maclgreups each having single-machine capability. FMS is
decomposed (consisting of a load/unload statiarerdral storage, an AGV controller, AGVs, machimeups with
finite buffer capacity and a conveyor system) iatset of closed-loop production lines. Note thathi& situation
modeled, the load/unload station, AGVs and machioeps, all are prone to failure. The FMS suchhasslystem
shown in Fig. 1 consisting of M machine groups éamposed into M closed-loop production lines. Efth
(jofi:m])) closed-loop production line in the decomposed systensists of load/unload station, central storage,

AGYV controller with AGVs, one machine group and eeyor system as shown in the Fig. 2.
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Analysis of Non-Homogeneous Production Lines
Let T! be the processing time at noste/ (i™ node in ' line). One way of analyzing a non-homogeneousisrte

transform it into a homogeneous line. This transition is called adisaggregationDallery et al. (1989) proposed
another transformation of a non-homogeneous pragtuctine to a homogeneous production line. This
transformation known a&omogenizationis simpler and leads to results that are closesitoulation. This
transformation is used in the present work. It aeps each machine of the original line by an edginasingle
machine as described below.
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Fig. 3 Original system parameters of'f non-homogeneous production  Fig. 4 Homogeneous'] production line consisting of four buffers
line

All the equivalent machines have identical proaggsimesr ). , which is equal to the processing time of thedstst

machine of the original line (Fig. 3). Thag, is given by the minimum t{lej ,...,Tnjj} . Let " and " be the
failure rate and repair rate of the equivalent raelnf machinemc! in j" homogenized production line (Fig. 4).

The parameters™ and rijh must be chosen such that the behavior of the honmagdine is close to the behavior of

the original nonhomogeneous line.
Thus in this transformation the failure rate of tiele is adapted to the new speed of the node vihitepair rate
remains the same (Fig. 4).

Model Development

In this section, the approach is developed thdtheilused in modeling FMSs using closed-loop prtidadines. As
stated earlier the FMS is first decomposed intooag of non-homogeneous closed-loop productiorslitsing the
procedure given in Section 3 these non-homogendioes are transformed into homogeneous lines. Each
homogeneous line is then analyzed by the exterefdthique developed in this research. The methédeh et al.
(1996) is expanded in this research by approxirgatire repair time distribution by a generalized anential
distribution.
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Fig. 5 Decomposition of the Homogeneou$ Production Line (Fig.

4) into Four Two-Machine Lines Fig. 6 ‘Equivalent’ Four Two-Machine Lines of Fig.5

It is important to note that in the present analyse processing times are assumed tdeberministic Each liner/"
must be defined in such a way that the behaviothefmaterial flow in buffers’ closely matches that of the
material flow in bufferg! of the lineL".
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The homogeneou¥ Production LineL™ consisting of four buffers shown in Fig. 4 wouldishbe decomposed into
four two-machine Iines’,L{“,LJZ“,Lg“,Lg“}as shown in Fig. 5. Machingc" represents (in an aggregate way) the part of

the line upstream of buffef , while machinemc /' represents (in an aggregate way) the part of tieedbwnstream
of buffers/ .

In addition, machineic® models how material is transferred out of buffer In this method the repair time
distribution of machinemc" anduc' is approximated by an exponential distributionfwite same mean (one
moment approximation). This condition is modifieg dpproximating the repair time distribution of rhae mch
andvc!' by the generalized exponential distribution (twooment approximation) in this research. The
performance parameters for the homogeneBpsgduction line are defined as follows:

gl efficiency of machine groumc;" i.e. the proportion of time machine growmz," is working;

ps" probability that machine groupc," is starved in homogeneodljne;

phi" probability that machine groupc," is blocked in homogeneou8 fjne;

Q! average amount of material in buffgr in homogeneoud'jline;

After approximating the repair time distribution michinemc! anduc/' by generalized exponential distribution
and taking the above equivalence with exponentistridution the performance parameters are caledlathe
performance parameters of interesf’, ps" and py" for a homogeneoud'jline L" may be obtained by solving
equivalenttwo-machine groups linag*, i[lll:anWith exponential failure and repair time distritns. Fig. 6
shows the equivalent four two-machine lines forfthe two-machine lines of Fig. 5.

Using the above quantitieg™,r)'®, t'* and rjre, the parameteis™, ps™ and ph™, as well as the average buffer
level @/ are calculated (Gershwin and Schick, 1983 andeBglDavid and Xie, 1989). The change in the presen

study is the introduction of homogenization appmnaaiion for non-homogeneous closed-loop productinas|
which extends the works of earlier researchers.éeffieacy of this approximation is validated by silation.
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Fig. 7: i Closed-Loop Production Line of the FMS as Shown ifig. 1

To apply decomposition approach to a failure-prBhtS the procedure is as follows:

» Transform an FMS first into j multiple transfer di;i as shown in the Fig. 2. Fig. 2 displays fousetbloop
production lines for the FMS described in Fig. heTprocedure begins by specifying the number ofhinac
groups and material handling vehicles (AGVS) in fiystem, along with the routing probability (allrfzaare
identical and require same processing sequencedathh machine groups. AGVs in the original FMSs
collectively serve each decomposed closed-loop ymtimh line. However, their availability at a parttiar
production line depends upon (a) the number of AGMbe system, (b) the failure behavior of the AGVThe
equivalent individual decomposed production lineuldoconsist of one unloading/loading station, atia@n
storage, one AGV controller, one machine group antbnveyor system (Fig. 7). Parts are mounted en th
pallets. Pallets move in the production line. Nresents the limited number of pallets circulatinghie system.

A new part can be released to the system onlypélket is available. The part is then loaded ohtopallet and
remains on it during its sojourn in the system. Wttee last operation has been performed, the pamloaded
and the pallet becomes available to carry a netv par

The flow of pallet is modeled as follows. A part umbed on the pallet during one production cycledsathe

following path (Fig. 7):

» First, a finished Part, which has come from conveagdhe L/U station, will be unloaded. The paiiéll remain
engaged during unloading or in other words proogskas been done on the pallet and pallet spemis sme
on node. Finished part goes out. The free palletamon to central storage. Note that there islaréabehaviour
associated with L/U station.
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» Next, the pallet moves on to L/U station for loagof a part on it. There is a loading time assedaf he pallet
remains engaged and spends time on the L/U stetjoal to loading time.

» Next, the pallet with the part joins the AGV coilleo queue. There are alternate AGVs competingHerpallet
to be picked up by them to transport it to the dufif machine group i. Each AGV is equipped to hamhe
pallet at a time.

The routing policy/protocol governing the FMS opgna decides to which machine group (this corresisaio one

of the 4 production line) the part will go. In othgords, the traffic intensity to any machine grasiglecided by the

routing scheme. The state dependent routing pdissloped here dictates that parts are not sefulitbuffer’ and

the ‘down’ machine groups. Routing probability ifieet reflects the number of times a part goes fmadicular

machine group (a closed loop line) and the intezadietween the lines.

» Next, the part on a pallet goes to the machine mifon processing. After getting processed it goaskbto
unloading station via the conveyor buffer for unlmey and the freed pallet is transferred to cerstadage. The
sum of the number of parts in each buffer is alweysal to total number of pallets.

The above transformation of FMSs into multiple ipeledently operating transfer lines is one alteveatiethod for
analyzing the FMS. The lines interact through thgting scheme in affect. Such a model can alsoigeos basis
for comparing the performance between two or moifeerdnt FMSs design/operation configurations. Each
disaggregated closed loop production line is amalyasing the algorithm described in next sectiooweler, this
analysis is valid only when processing times aterdeinistic.

Computational Algorithm

The algorithm to evaluate a closed-loop line cdesi$ two major ‘loops’. For a given value of', the inner loop
solves the system of An 1 equations. An iterative procedure is used whoenvergence criterion is the
conservation of parts flow through the homogengBysoduction line. The outer loop seeks the value fsfsuch
that the sum of the number of parts in each buBeequal to the total number of pallets in the etbtoop

production line, i.e.,zJQ,J' =Q) =N is satisfied. This is achieved by using a binaarsh.

i=1
Performance Evaluation of the FMS
Many real FMSs are composed of a load/unload statioset of machine groups with local buffers, demial
handling system (MHS) and a common central buffach machine group includes a limited input buffewveral
machines (servers), and a limited output bufferictviis optional. A machine group takes a part fribva input
buffer, processes it, and then releases it to thpub buffer or to a conveyor. The MHS consistseveral AGVs
moving parts among the machine groups accordirtheqrocess paths required by the parts. The fumaf the
common buffer is to temporarily store blocked paRarts enter the system from the load/unloadostatind leave
the system through the load/unload station afteeeglired processes are finished. In the presethaoal, in order to
obtain the performance parameters of the FMS, fitrgs conceptually transformed into multiple nomfmgeneous
closed loop production lines. Then the efficienayd aaverage part flow time of each production lime a
approximated by disaggregation and homogenizatiansformations and the extended decomposition tgaén
shown above.

Numerical results and Discussions

In this section, some numerical results are presefdr the model of the failure-prone FMS systeruedigped
above. Tables 1 to 8 give the system parameterthéodifferent cases (FMSs characteristics) comsdlend the
comparison between above technique with simula#tosimulation model was built using ARENA for thgpical

FMSs configuration shown in Fig. 8. The resultsaat#d are compared from the closed loop produdiites

technique with those obtained by simulation. Inhe@ase study, the simulation experiment consistedeio
replications.

For each case the simulation was conducted fol0DOQjme units and for each experiment, statistiese collected
after the elapse of a warm-up period of 20,000 timi¢és to minimize the effects of initializatiori.was ensured that
this length was long enough to eliminate the ifig&ion bias and to provide independence (of tegfgsmance
measure in question) between the successive réplisaof a simulation run. At the end of each regtion, the
model calculates a 95% confidence-interval halfthvibr the steady-state (long run) expected valugnmughput
from each machine group, waiting time at each nmechroup, queue length at each machine group élimhiion
of each machine group. A simulation model was &lgitt for a single closed-loop production line tongpare the
results obtained using the extended algorithm dgesl in the Section 5 for closed-loop productioedi and those
of simulation. The results from extended algorittieveloped in this research agree well with simatatesults.

For all case studies the convergence tolerance 10* was set. Generally, the algorithm converges fasttie
number of iterations needed to reach convergenperdis ond and system parameters. This fact was noticed
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during trial runs. For each case study carried the, above extended decomposition technique denabedt
reasonable accuracy. The relative errors are gigneamore than 5% for throughput and only in feases higher
than 10% but less than 15%.

While experimenting with the above model, one obson regarding production efficiency (rate) ahe excess
capacity (Excess capacity is the difference ofltotgacity of the buffer and pallet number) for lased-loop
production line (Fig. 9) was noticed. The totalfeuftapacity is kept constant and the number défsatirculating
in the production line is changed. It is obsenieat the relation between the production rate aeceittess capacity
of buffer is a non-linear relationship that growishwmarginally diminishing rise in efficiency. Bemd a point, even
if there is excess buffer capacity installed thereo significant increase in the production r&tence, an optimum
number of pallets may give the desired maximum petidn rate. It is assumed that there are alwayts paailable
at the input of the system and space is availditleeaoutput of the system. As a result, the beadrani this system
is entirely determined by the behavior of the galtg@rculating through the closed loop.

FLexible Manufacturing System
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Fig. 8 ARENA Diagram of the Conceptual FMS Fig. 9 Rsult for a closed-loop production line

In case 1 (Table 1), single machine at each madioup is available with different buffer capaciBach machine
group has the same processing capacity. The thpotigitom each machine group now depends upon ting
probabilities.

On reducing the number of AGVs 4 in case 1 (Tabl®3 in case 4 (Table 8) it is found that this@treduces the
total mean throughput of the system by 6.5 %. Thidue to starvation of machine groups, sinceitrafitensity is
affected by lowering the number of AGVs in use.

When failure rates of the machines at the machinags are increased (case 2 (Table 4) from 0.0@10b in case
3 (Table 6)) the total mean throughput of the sysie reduced (Table 6), again as expected. Simelationships
were observed in other numerical experiments dtsis. inferred that the model developed is abledasonably
model a FMS and hence may be used in the perfomnanalysis of the system. It is planned to explbes
possibility of modeling multi-machine machine grsugsing above technique in future.

Table -1 Case 1 System parameters for the FMS Table -2 Throughputs for Case 1
M/c | Service |Machines Buffers [Routing|Failure|Repair| | M/{ Simulation Analytical Error | Computational Time
No. rate rate rate rate No| Throughpu| E(i) eff |Throughput| (B- |Analytical|Simulation
1 1 1 7 0151 000l 01 T Yi (B) |A)*100/B| (Sec) | (Sec)
2 1 1 6 010| 000l 01 1| 0.14851+ [0.95782¢D.151549 0.14520 | -2.28%
0.00197
3 1 1 8 035] 0001 0.1 2 | 0.09896+ (0.9600410.101131 0.09709 -1.93%)
4 1 1 10 0.40| 0.001 0.1 0.00217 14800
[y 1 1 20 1 | 0001 0.1 3| 0.34544+ [0.9617680.350005 0.33670 | -2.50% *21978| (10
station 0.00248 replications
Number of AGVs = 4; AGV speed = 1; Number of pallet30 4| 0.39376+ (0.9631240.397314 0.38270 | -2.89%
Buffer Capacity of Central Storage and convey@Usach 0.00175
AGV failure rate and repair ratre 0.001 and 0.1 respectively
Table -3 Case 2 System Parameters for the FMS Table -4 Throughputs for Case 2
M/c No.| Service | Machines|Buffers| Routing | Failure | Repair M/{ Simulation Analytical Error | Computational Time
rate rate rate rate No|Throughpu | E(i) eff |Throughpu| (B- |Analytica| Simulation
1 1 1 4 0.25 0.001 0.1 . t(A) Yi t A)*100/ I (Sec)
2 1 1 6 0.25 0.001 0.1 (B) B (Sec)
3 1 1 8 0.25 0.001 0.1 1| 0.24672+ |0.957820.24909 0.238590 | -3.40%
4 1 1 10 0.25 0.001 0.1 0.0031 9 9
/U 1 1 20 1 0.001 01 2 | 0.24812+ |0.96004/0.25011 0.240124 | -3.33% 12000
Station ooo1r | 1 9 0.21078| (10
Number of AGVs = 4; AGV speed = 1; Number of pallet30 3| 0.24867+ |0.961760.25036 0.240788 | -3.279% Replicationg
Buffer Capacity of Central Storage and convey@Gsach 0.0027 5 1 _ )
AGV failure rate and repair rate are 0.001 andréspectively | 4 0'02%%361* 0'92312 0.2i042 0241186 | -3.10%
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Table -5 Case 3 System parameters for the FMS Table -6 Throughputs for Case 3
M/c No.| Service | Machines|Buffers| Routing | Failure | Repair M/{ Simulation Analytical Error | Computational Time
rate rate rate rate No|Throughpu| E(i) eff |Throughpu| (B- |Analytica| Simulation
1 1 1 7 0.25 0.01 oL || t®™ Yi t AY100/| 1 (Sec)
2 1 1 6 0.25 0.01 0.1 (B) B (Sec)
3 1 1 8 0.25 0.01 0.1 1| 0.14329+ {0.504140.24981 0.12594 | -13.77
4 1 1 5 0.25 0.01 0.1 0.0025 3 1
L/U 1 1 12 1 0.01 01 2| 0.14417+ [0.56970(0.25007] 0.142468 | -1.190 11040
station 00016 | 2 > 0.76923| (10
Number of AGVs = 3; AGV speed = 1; Number of peﬂlet30 3| 0.14639+ |0.61363 0.25010 0.153476 4.610( Replicationg
Buffer Capacity of Central Storage and conveydrdsind 14 0.0030 ’ 9 )
respectively AGV failure rate and repair rate af@lGand 0.1 4 0'01‘(1)%7152* 0'5‘71051 0'22000 0.13513 -6.38
Table -7 Case 4 System parameters for the FMS Table -8 Throughputs for Case 4
M/c No.| Service [ Machines| Buffers | Routing | Failure | Repair M/{ Simulation Analytical Error | Computational Time
rate rate rate rate No|Throughpu| E(i) eff |Throughpu| (B- |Analytica| Simulation
1 1 1 4 0.15 0.001 0.1 e Yi t A)*100/ | (Sec)
2 1 1 6 0.10 0.001 0.1 (B) B (Sec)
3 1 1 8 0.35 0.001 0.1 1| 0.14871+ |{0.875490.15127] 0.132438 | -12.289
4 1 1 5 0.40 0.001 0.1 0.0015 8 2
L/U 1 1 12 1 0.001 01 2| 0.09856+ [0.90804/0.10092] 0.09164 | -7.55% 17000
station 0.0008 | 5 4 0.824178 (10
Number of AGVs = 3; AGV speed = 1; Number of peﬂlet30 3| 0.34542+ |0.925430.35142 0.325224 | -6.2094 - Replicationg
Buffer Capacity of Central Storage and conveydrdsaind 14 0.0026 9 5 )

£

respectively AGV failure rate and repair rate a@dQ and 0.1 0.39364+ 0'82464 0'33637 0.354618 | -11.00%

0.0033

CONCLUSION

An approximate modeling technique is explored is tesearch, which may be used to model large Jaiade-
prone FMSs with finite buffer size. Note, howevénat the above approach applies only to systenth wi
deterministic processing times. It was concluded thile the approach produced acceptable resigitapplication
should be made when the size of the system woulkentiae use of the more near-exact Disaggregatiah an
Aggregation (DA) approach intractable or difficult.

REFERENCES

[1] JA Buzacott and LE Hanifin, Models of Automatic mséer Lines with Inventory Banks a Review and
ComparisonAllE Transactions1978,10 (6), 197-207.

[2]1 Y Dallery, and H Le Bihan, An Improved DecompositiMethod for the Analysis of Production Lines with
Unreliable Machines and Finite Buffedgternational Journal of Production Reseayd®99,37 (5), 1093-1117.
[31Y Dallery and Y Frein,An Efficient Method to Determine the Optimal Configtion to a Flexible
Manufacturing SystenfAnnals of Operations Researd®88,15, 207-225.

[4]Y Dallery and Y FreinA Decomposition Method for Approximate Analysis@losed Queueing Network with
Blocking, Queueing Networks with BlockingG Perros and T Altiok (EdsiNorth-Holland, Amsterdan1989,193-
215.

[5] Y Dallery, R David and XL XieApproximate Analysis of Transfer Lines with Unrdlia Machines and Finite
Buffers,IEEE Transactions on Automatic ContrtB89,34, 9, 943-953.

[6] M Di Mascolo, R David and Y Dallerylodelling and Analysis of Assembly Systems with &liable Machines
and Finite BuffersllE Transactions1991,23 (4), 315-330.

[71Y Frein, C Commault and Y Dalleriodelling and Analysis of Closed-Loop Productiomé&s with Unreliable
Machines and Finite Buffer$lE Transactions1996,28, 545-554.

[8] SB Gershwin, An Efficient Decomposition Method fine Approximate Evaluation of Tandem Queues with
Finite Storage Space and Blockir@perations Research987,35 (2), 291- 305.

[9]1 SB Gershwin, Assembly/disassembly systems: An igfiic Decomposition Algorithm for Tree-Structured
Networks,lIE Transactions1991,23 (4), 302-334

[10]1SB Gershwin and IC Schicklodelling and Analysis of Three-Stage Transfer kimgth Unreliable Machines
and Finite BuffersOperations Researcth983,31 (2), 354-380.

[L1]H Le Bihan, Denouvelles Methodes Analytiques Pour L"Evaluatida Performances De Lignes De
Production PhD Thesis, Université Pierre et Marie Cufig98

[12]WI Zangwill and CB Garcia,Pathways to Solutions, Fixed Points and Equilibriarentice-Hall, Inc.
Englewood Cliffs, NJ1981.



