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1. Introduction:  

This scientific revolution that invades the world of 

information and the Internet has imposed new 

challenges for the various researchers in recent 

years and has led them to design new technologies 

to contain and process these enormous volumes of 

data. Several models of parallel programming and 

distributed file management systems have emerged, 

mainly; the Hadoop Framework is positioned as the  

most widespread solution in the IT field [1]. 

Hadoop is a distributed, high-performance and 

scalable execution environment, it offers a  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

distributed storage system via its Hadoop 

Distributed File System (HDFS) file system and a 

data analysis and processing system based on the 

MapReduce programming model for perform 

parallel and distributed processing on large volumes 

of data. Our paper aims to study the methods and 

technologies of Big Data, we will focus particularly 

on technology Hadoop HDFS and MapReduce with 

its components [2]. Large amounts of information 

are put online on the web by thousands of 

companies, organizations and individuals, the load 

and the volume of data to manage have grown 
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exponentially, For this, companies have resorted to 

the Datawarehouse for data analysis and storage. 

 

Generally the Datawarehouse is centralized in a 

server connected to a storage array, this solution is 

difficult to scalable (addition of power on demand) 

in addition to the fact that it only manages the 

structured data in DBMS [3]. To cope with the 

explosion of data volume, we are currently talking 

about petabyte (byte count) or zettaoctet (trillion 

bytes) and also about the wide variety of data 

(image, text, web, etc.).  A new technological field 

has emerged: the big data invented by the giants of 

the web, the first rank like Yahoo, Google and 

Facebook, which have been the very first to deploy 

this type of technology.  

 

This concept provides a distributed and scalable 

architecture for processing and storing data. The 

main goal of this new paradigm is to improve 

performance and increase the velocity of execution 

of requests and processes. The rest of the paper is 

organized as follows in  part 2 we explain the Big 

Data specifications  , Cloud Computing  is reserved 

to part 3, Hadoop and its components are  explained 

and detailed in part 4, MapReduce modeling 

systems are given in part 5  , The last section 

concludes the paper . 

 

2. Big data and cloud computing: 

2.1 Definition: 

The term Big Data refers to the explosion of the 

volume of data (by their number, the speed at which 

they are produced and their variety) and the new 

solutions proposed to manage this volume by the 

ability to store and explore, and recently by the 

ability to analyze and use the data in a real-time 

approach [2]. Big data is an English expression 

used to refer to data sets that become so large that it 

becomes difficult to work with traditional database 

management tools. It is therefore a set of 

technologies, architecture, tools and procedures 

allowing an organization to quickly capture, process 

and analyze large quantities and heterogeneous and 

changing contents, and extract relevant information 

at an affordable cost. 

2.2 Big Data specifications: 

Big Data is a family of tools that address issues 

(Figure 1)  : This is the so-called 5V rule. 

 

Figure 1: Big Data, 5V 

2.2.1 Volume: 

Big Data is associated with a dizzying volume data, 

currently ranging between a few tens of terabytes 

and several petabytes in a single data set. 

Companies and all sectors combined will have to 

find ways to manage the volume of data constantly 

increasing, which is created daily. Catalogs of more 

than 10 million products have become the rule 

rather than the exception. 

Here are some figures to illustrate this phenomenon 

[4]: 

• 90% of the current data was created in the 

last two years only; 

• Twitter as an example, generates 7TB of 

data every day. 
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2.2.2 Velocity: 

Velocity describes the frequency at which data are 

generated, captured and shared. Companies must 

grasp the Velocity not only in terms of data 

creation, but also in terms of their processing, 

analysis and restitution to the user in accordance 

with the requirements of real-time applications [3]. 

2.2.3 Variety: 

The growth of the variety of data is the 

consequence of new multi-structural data and the 

expansion of data types from different 

heterogeneous sources. Today, information sensors 

are found in home appliances, trains, cars and 

planes, which produce a wide variety of 

information. These new unstructured data are varied 

[5]: Pictures ; Mails (with the semantic analysis of 

their content); Data from social networks 

(comments and opinions of users on Facebook or 

Twitter for example). 

2.2.4 Veracity: 

The veracity refers to data reliability. With so many 

sources and large forms of data, quality and 

accuracy are less controllable. 

2.2.5 Value: 

Value refers to the ability to turn big data into clear 

business value, which requires access and analysis 

to produce a meaningful result. These five 

characteristics illustrated by the five "V" are the 

principles that define Big Data. Above all, it is a 

change of direction on the use of the data. In sum, 

the key point of Big Data is to make sense of these 

big data and for that, it is necessary to analyze 

them. 

2.3 Process of loading and data collection in Big data: 

The layer responsible for loading data into Big 

Data, should be able to handle huge volume of data, 

with high velocity, and a wide variety of data. This 

layer should have the ability to validate, cleanse, 

transform, reduce (compression), and integrate data 

in large data stack for processing [6]. Figure 2 

illustrates the process and components that must be 

present in the data load layer. 

 

Figure 2: Data loading layer in Big Data 

The data loading layer of Big Data collects the final 

relevant information, without noise, and loads it 

into the Big Data storage layer (HDFS or NoSQL 

base). It must include the following components 

[7]: 

� Identification of different known data 

formats, by default Big Data targets 

unstructured data; 

� Filtration and selection of relevant incoming 

information for the companies; 

� Validation and analysis of data permanently; 

� Reduction of noise involves data cleansing 

by removing noise; 

� Transformation can lead to the division, 

convergence, standardization or synthesis of 

data; 

� Compression is to reduce the data size, but 

without losing the relevance of the data; 

� Integration involves integrating all the data 

in the data storage of Big Data (HDFS or 

NoSQL base). 
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2.4 Difference between Business Intelligence and Big Data: 

The traditional BI methodology works on the 

principle of grouping all the data of the company in 

a central server (Data warehouse ). The data is 

usually offline analysis [8]. 

The data is usually structured in RDBMS with very 

little unstructured data. A Big Data solution is 

different from a traditional BI in the following 

aspects [4]: 

� Data is stored in a distributed and scalable 

file system rather than on a central server; 

� The data is of different formats, both 

structured and unstructured; 

� The data is analyzed in real time; 

� Big Data technology is based on massively 

parallel processing (MPP concept). 

2.5 Big Data Architecture: 

We distinguish mainly the following layers (Figure 

3) [9]: 

Hardware layer (Layer infrastructure): maybe 

VMware virtual servers, or blade servers; 

Storage layer: the data will be stored either in a 

NoSQL database, or directly in the distributed file 

system or Datawarehouse; 

Management and treatment layer: this layer 

contains tools for processing and analyzing data 

such as MapReduce or Pig; 

Visualization layer: for visualization of the 

treatment result. 

 

Figure 3: Big Data Architecture 

2.6 Benefits of Big Data Architecture: 

Several advantages can be associated with Big Data 

architecture, we can cite for example [10]: 

Scalability: What is the size that will have your 

infrastructure? How much disk space is needed 

today and in the future? Big Data concept allows us 

to overcome these issues, because it brings a 

scalable architecture. 

Performance: With the parallel processing of data 

and its distributed file system, Big Data concept is 

highly effective in reducing query latency [7]. 

Low cost: The main Big Data tool namely Hadoop 

is Open Source, in addition we will not need to 

centralize data storage arrays often excessively 

expensive, with Big Data and through the 

distributed file system internal drives of servers 

suffice. 

Availability: There is more need for RAID  disk, 

often expensive. The Big Data architecture provides 

its own high-availability mechanisms. 
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2.7 The analysis, the key point of Big Data: 

Big Data meets many specific objectives, including 

the extraction of useful information from stored 

data, the analysis of this data, the efficient retrieval 

of analysis results, and increased interactivity 

between users and data. The combination of this 

deluge of information and intelligent software 

algorithms opens up new business opportunities. 

 Take, for example, Google and Facebook which 

are "Big Data companies", but also IBM or JDA 

Software [11]. Analysis is the key point of using 

Big Data. It allows to better know its customers, to 

optimize its marketing, to detect and prevent frauds, 

to analyze its image on the social networks and to 

optimize its business processes. 

2.8 The fields of use of Big Data: 

Big Data has its place in many areas [12]: 

In the first category, there are sectors that handle 

very large amounts of data daily, with associated 

velocity problems .They include: 

• Banks: the sanctuarization of old data due 

to regulatory constraints; 

• Telecommunication: the analysis of the 

state of the network in real time; 

• Digital Media: advertising targeting and 

website analysis; 

• Financial Markets: transaction analysis for 

risk management and fraud management, as 

well as for client analysis. 

The second category is more heterogeneous, needs, 

but also the use that is made of big data, can be very 

different [8]. They include: 

• Public services : counter analysis (gas, 

electricity, etc.) and equipment 

management; 

• Marketing: advertising targeting and trend 

analysis; 

• Health: analysis of medical records and 

genomic analysis. 

2.9 Big Data and Data Warehouse: 

Data warehouses are traditionally supports 

structured data and were closely related to the 

operational and transactional business systems 

(RDBMS). These carefully constructed systems are 

now in the midst of important changes after the 

emergence of Big Data. Datawarehouse is a 

database (structured data) that includes some or all 

of the functional data of a company.  

It comes within the framework of business 

intelligence; its purpose is to provide a set of data 

that serves as a unique reference, used for decision-

making in the company by statistical arrays and 

reports made through reporting tools. From a 

technical point of view, it is mainly used to 'offload' 

the operational databases of queries that can affect 

their performance [13]. Organizations will 

inevitably continue to use data warehouses to 

manage the type of structured and operational data 

that characterizes relational systems (RDBMS). 

These warehouses will always be provided to 

analysts with the ability to analyze key data, trends, 

and so on.  

However, with the advent of Big Data, the 

challenge for data warehouses is to think about a 

complementary approach to Big Data, we could 

design a hybrid model. In this model very 

structured operational optimized data remains will 

be stored and analyzed the data warehouse, while 

data that are highly distributed and unstructured Big 

Data will be controlled by (Hadoop or NoSQL) 

[11].The tendency would be to store the masses of 

unstructured data in a wide range of Big Data 

servers (Hadoop / MapReduce) to take advantage of 

the scalability and velocity of Big Data analysis, 

then using tools,these data will be moved in the 

relational model so that they can be queried with 

the traditional SQL (RDBMS and data warehouse). 
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We can interface Big Data with the Data 

Warehouse (DW) (Figure 4), actually unstructured 

data from different sources can be combined in a 

HDFS before being transformed and loaded with 

specific tools in the data warehouse and the 

traditional tools of BI. As traditional DW do not 

manage unstructured data, Big Data can serve as a 

storage medium and analysis of unstructured data 

that will be loaded into the DW [9].  

 

Figure 4: Link between Big Data and DW 

2.10 Big Data and ETL (extraction, transformation and 

loading): 

Some traditional ETL tools are starting to adapt 

with the Big Data world. ETL tools are used to 

transform the data into the format required by the 

data warehouse (Figure 5) . The transformation is 

actually made in an intermediate location before the 

data will be loaded into the data warehouse [14]. 

For Big Data ETL tools such as Informatica have 

been used to provide a fast and flexible ingestion of 

unstructured data (over 150 GB / day). 

 

Figure 5: Using ETL Informatica for Big Data 

2.11 The main technologies of Big Data: 

They are numerous. To optimize processing times 

on giant databases, several solutions must be taken 

into consideration (Figure 6)   [15]:  

NoSQL databases that implement storage systems 

considered more efficient than traditional SQL for 

mass data analysis (oriented key / value, document, 

or column chart).Server infrastructures to distribute 

the processing on tens, hundreds, even thousands of 

nodes. This is called the massively parallel 

processing. The Hadoop Framework is undoubtedly 

the best known of them [12].  

It combines the HDFS distributed file system, the 

NoSQL database, HBase and the MapReduce 

algorithm. Storage of data in memory: In-memory 

processing is used to refer to the processes that are 

performed in the RAM of the computer equipment, 

rather than on external servers. The advantage of in-

memory processing is that of velocity since the data 

is immediately accessible. However, these data are 

not stored on the long term. 
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Figure 6: Storage solutions 

2.12 NoSQL Databases: 

NoSQL databases are a subject very fashionable 

right now. The term NoSQL refers to a category of 

database management systems designed to handle 

large databases for large audience sites. NoSQL 

databases are scalable, they can process data in a 

distributed manner. Among the advantages of 

NoSQL we find [16]: 

Their performance will never crumble whatever the 

volume processed. Their response time is 

proportional to the volume; 

They migrate easily. Unlike conventional RDBMS, 

it is not necessary to perform a service interruption 

to carry out the deployment of a feature impacting 

data models [8]; They are easily scalable. For 

example, the largest cluster of NoSQL is 400 TB, 

while Oracle can handle up to twenty terabytes (for 

reasonable response times). 

3. Cloud Computing: 

Since its inception, the Internet technology is 

growing exponentially. Currently, a new "trend" is 

dominant, it is Cloud Computing. This technology 

is based on the WEB 2.0, provides opportunities for 

companies to reduce operating costs by their 

software applications online. In the next section, we 

will present the basics of Cloud Computing, its 

issues, developments and usefulness [17]. 

 

3.1 Definition: 

Cloud Computing is a concept that makes 

accessible and usable data and applications across a 

network. This term refers to both the applications as 

Internet services and the hardware and software that 

provide these services [14]. 

3.2The different services: 

The concept "Cloud Computing" is used to 

designate a set of services, there are three categories 

of services provided (Figure 7)  [12]: 

 

Figure 7: Cloud Computing Services 

Infrastructure as a service (IaaS): it is the 

provision, on demand, of infrastructure resources, 

most of which are located remotely in data centers. 

Platform as a service (PaaS): refers to services 

that provide a complete environment for developing 

and deploying applications. 

Software as a service (SaaS): it is the cloud 

platforms, mainly involving shared servers and their 

operating systems. In addition to delivering 

software. 
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3.3 Deployment forms of cloud computing: 

We distinguish three forms of Cloud Computing: 

The public cloud, also the first appeared, the private 

cloud and hybrid cloud which is actually the 

combination of the first two [18]. 

The public cloud: 

The principle is to host applications, usually web 

applications, on a shared environment with an 

unlimited number of users. The implementation of 

this type of cloud is managed by third-party 

companies (example Amazon, Google, etc.). The 

public cloud providers, the best known are Google 

and Amazon.This model is characterized by [19]: 

• Establishment of heavy investments for the 

service provider. 

• Offers maximum flexibility 

• Is not secure. 

The Private Cloud: 

It is an environment deployed within a company 

using internal infrastructure of the company, and 

using technologies such as virtualization [16]. 

Resources are owned and controlled by the 

company's IT department. 

Hybrid Cloud:  

In general, hybrid cloud refers to the cohabitation 

and communication between a private cloud and a 

public cloud in an organization sharing data and 

applications. 

4. Hadoop and its components: 

The Big data includes several new technologies and 

tools to address three problems: a large amount of 

data to process, a large variety of information 

(structured or unstructured), and a certain level of 

Velocity to be achieved. To meet these needs, it 

turns out that the ecosystem Hadoop is the ultimate 

open source solution [20]. 

Apache Hadoop (High-availability distributed 

object-oriented platform) is a distributed system 

that addresses these issues. First, it provides a 

distributed file system, HDFS (Hadoop Distributed 

File System) for storage and data integrity by 

duplicating multiple copies of the same block 

through dozens, hundreds, or even thousands of 

different machines, which causes a Hadoop cluster 

to be configured without requiring a RAID system. 

In addition, Hadoop provides a data analysis system 

called MapReduce to perform processing on large 

data volumes due to its efficient distribution of 

work on different computing nodes. 

4.1 Introducing Hadoop: 

Hadoop is an open source Java framework for 

Apache for processing massive volumes of data, in 

the order of several Petabytes (several thousand 

TB). Hadoop was designed by Doug Cutting in 

2004, also behind the Nutch Open Source engine. 

Doug Cutting looking for a solution to increase the 

index size of its engine [21]. He had the idea to 

create a distributed file management framework. 

Yahoo, then became the main contributor, the portal 

used the infrastructure to support its historical 

search engine. With more than 10,000 Linux 

clusters in 2008, it was one of the first Hadoop 

architectures worthy of the name. Created 

especially for large volumes. Facebook for log 

analysis, Google for query analysis, etc ... It is 

characterized by [17]: 

• Robust: if a compute node falls, tasks are 

automatically distributed to other nodes. The 

data blocks are replicated; 

• Cost : it optimizes costs through better use 

of resources presented; 

• Flexible: because it responds to the 

characteristic of variety of data by being 

able to process different types of data; 
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Virtualization: no longer rely directly on the 

physical infrastructure (expensive storage array), 

but choose the virtualization of its Hadoop 

clusters.Three main Hadoop distributions are now 

available: Cloudera, Hortonworks, MapR. We will 

present two fundamental concepts of Hadoop: Its 

own version of the MapReduce algorithm namely 

Hadoop MapReduce and its HDFS distributed file 

system. 

4.2 The Hadoop Distributed File System (HDFS):  

Hadoop uses a virtual file system of its own: the 

HDFS (Hadoop Distributed File System). HDFS is 

a distributed, extensible and portable file system 

inspired by the Google File System (GFS) [22]. It 

was designed to store very large volumes of data on 

a large number of machines equipped with 

unmarked hard drives; it allows the abstraction of 

physical storage architecture, to manipulate a 

distributed file system as if it were a single hard 

drive. However, HDFS stands out a classic file 

system for the following main reasons (Figure 8)  : 

HDFS is not dependent on the kernel of the 

operating system. It provides portability and can be 

deployed on different operating systems. One of its 

disadvantages has to request an external application 

to mount an HDFS disk drive [23]; HDFS is a 

distributed system on a conventional system, disk 

size is generally considered as the overall limit of 

use. In HDFS, each node of a cluster corresponds to 

a subset of the overall volume of the cluster data. 

To increase the overall volume, just add new nodes. 

We also find in HDFS, a central service called 

NameNode which will have the task of managing 

metadata; 

HDFS uses much larger block sizes than 

conventional systems. By default, the size is set to 

64 MB. However, it is possible to increase to 128 

MB, 256 MB, 512 MB or even 1 GB. While on 

conventional systems, the size is usually 4 KB, the 

interest of providing larger sizes to reduce the 

access time to a block. Note that if the file size is 

less than the block size, the file will not occupy the 

total size of the block [18]; HDFS provides a block 

replication system with a configurable number of 

replications. During the writing phase, each block 

corresponding to the file is replicated to multiple 

nodes. In the read phase, if a block is not available 

on a node, copies of this block will be available on 

other nodes. 

 

Figure 8: The architecture of HDFS 

4.3 The components of HDFS: 

HDFS defines two types of nodes [24]: 

The main node or NameNode: 

It is characterized by (Figure 9)  : 

� Responsible for distribution and replication 

of the blocks; 

� HDFS information server for HDFS client; 

� Stores and manages metadata; 

� Contains the list of blocks for each file (for 

reading); 

� Contains a list of DataNodes for each block 

(in the case of writing); 
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� Keep file attributes (eg name, creation date, 

replication factor); 

� Logs any metadata and any transaction in a 

persistent medium; 

� Reading / writing; 

� Creations / deletions; 

� Starts from an image of HDFS (fsimage). 

The DataNode : 

It is characterized by [25]: 

� Stores data blocks in the local file system; 

� Maintain metadata on owned blocks ; 

� Data block and metadata server for the 

HDFS client; 

Heartbeat with NameNode: 

Heartbeat is a system that allows Linux to cluster 

multiple servers to perform a fault-tolerance 

process. The Heartbeat process will send a message 

to the NameNode indicating: its identity, its total 

capacity, its used space, its remaining space. 

Secondary NameNode : 

The NameNode in the Hadoop architecture is a 

single point of failure [20]. If this service is 

stopped, there is no way to extract the blocks from a 

given file. To solve this problem, a Secondary 

NameNode has been implemented in the Hadoop 

architecture. 

Its role is to: 

� Download regularly logs on NameNode; 

� Creates a new image by merging the logs 

with the HDFS image; 

� Returns the new image to NameNode. 

 

Figure 9: Secondary NameNode operation 

4.4 Reading a HDFS file: 

To read a file within HDFS, the following steps 

must be followed (Figure 10)   [26]: 

Step 1: The client tells the NameNode that he 

wants to read the data.txt file 

Step 2: The NameNode will indicate the file size 

(number of blocks) and the various Data Node 

hosting the n blocks. 

Step 3: The client retrieves each block to one of 

DataNodes. 

Step 4: In case of error / no response from one of 

the DataNode, it goes to the next in the list provided 

by the NameNode. 
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Figure 10: Reading a HDFS file 

4.5 Writing to an HDFS file or volume: 

To write a file within HDFS (Figure 11) [27]: 

Step 1: We will use the main control management 

Hadoop: Hadoop, with fs option. Suppose we want 

to store the data.txt file on HDFS. 

Step 2: The program will divide the file into blocks 

of 64KB (or depending on the configuration) - 

Suppose that we have 3 blocks. 

Step 3: The NameNode desinate which DataNodes 

to contact. 

Step 4: The client contacts directly DataNode 

concerned and asks it to store the block. 

Step 5: the DataNodes will attend - informing the 

NameNode - to replicate data between them to 

prevent loss of data. 

Step 6: The cycle is repeated for the next block. 

 

Figure 11: Writing process in a volume or HDFS file. 

5. Map Reduce :  

 

MapReduce is a paradigm (model) parallel 

programming offered by Google. It is mainly used 

for distributed processing on large volumes of data 

within a cluster of nodes. It is designed for 

scalability and fault tolerance. The programming 

model provides a framework for a developer to 

write a Map function and a Reduce function. The 

whole point of this programming model is to 

simplify the developer's life. Thus, this developer 

does not have to worry about the work of 

parallelization and distribution of the work. 

MapReduce allows the developer to focus only on 

the algorithmic part [25]. 

A MapReduce program can be summarized in two 

functions Map ( ) and Reduce ( ) 

The first, MAP, will transform the input data into a 

series of couples key / value. It will group the data 

by associating them with keys, chosen in such a 

way that the key / value pairs have a meaning in 

relation to the problem to be solved. Moreover, this 

operation should be parallelized: the input data 

must be able to split into several fragments, and to 
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execute the MAP operation for each machine in the 

cluster on a separate fragment. 

The Map function is written as follows (Figure 12): 

( 1, 1) List( 2, 2)Map Key Value Key Value→  

 

Figure 12: Implementing the Map Function for the Word Count Example 

The second REDUCE, will apply a processing to all 

the values of each of the distinct keys produced by 

the MAP operation. After the REDUCE operation, 

there will be a result for each of the separate keys 

[27]. Here, we assign to each cluster machine a 

unique key generated by MAP, giving it a list of the 

associated values with the key. Each machine will 

then perform the REDUCE operation for this key.  

The Reduce function is written as follows (Figure 

13) :  

( 2, ( 2)) ( 2)Reduce Key List Value List Value→  

 

Figure 13: Implementing the Reduce Function for the Word Count Example 

5.1 MapReduce modeling system: 

5.1.1 Modeling challenges:  

The challenges of modeling such a system are very 

numerous, but the two main ones are: MapReduce 

has a complex architecture, which implies a great 

difficulty in the detailed behavior modeling. Such a 

model would be for example a nonlinear hybrid 

model of very large size, varying in time, and 

therefore likely of questionable value [28]. In 

addition, since it is very difficult to integrate the 

effect of congestion points - network, IO, CPU - 

into a mathematical model, several strong 

assumptions must be made (such as a single job is 

running at every moment in the cluster) that is not 

valid in the real clusters. In addition, we must 

mention that the performance of MapReduce 

systems varies from one distribution to another and 

even within the same distribution, due to continuous 

development. This complicates more the 

construction of a general model. 

The existing models of MapReduce systems only 

take into account the generally static response, 

therefore they are very difficult to exploit [24]. One 

of the main reasons for the absence of dynamic 

models is the great complexity of the mentioned 

system. 

5.1.2 Modeling overview: 

In this section, we discuss the challenges presented 

above.Managing the complexity of the system.It is 

observed that, even if the system is nonlinear, we 

can linearize around an operating point 

characterized by a number of reference nodes and 

clients. After the service provider has decided how 

many nodes he wants for his requests (usually based 

on financial constraints), our algorithm gradually 

increases the number of customers it can accept, 

until the cluster flow is maximized (which is very 

important for environmental and financial reasons).  

This point, where the cluster is fully used but not 

saturated, will be the operating point for 

linearization. This is the optimal mode of operation 

[18].Capture the dynamics of the system. One of the 



International Journal of Computer Techniques – Volume 4 Issue 6, November - December 2017  

ISSN :2394-2231                                                  http://www.ijctjournal.org Page 115 

major challenges in current MapReduce 

deployments is that it needs to ensure some 

minimum response times. Therefore, our control 

objective is to keep the average service time below 

a given threshold, for work that has finished in the 

last window of time. This time window is 

introduced to assign measurable dynamics to the 

system. Defining the length of the window is not 

very simple because the more the window is great 

we lose more dynamic while smaller it is the more 

measures its noisy. For the optimal value of 

choosing the size of the window is usually at least 

twice as large as the average execution time of the 

task [23]. The choice of the control inputs of the 

many parameters of Hadoop (more than 170) is not 

obvious. As we want the model is not dependent on 

the implementation, we take into consideration that 

the parameters have a strong influence regardless of 

the version used MapReduce. Two of these factors, 

which have been identified as being among those 

with the greatest degree of influence, are the 

number of Mappers and Reducers available for the 

system. Since these parameters are fixed per node, 

we have chosen the number of nodes as the 

command entry because it influences both at the 

same time. 

5.1.3 Structure of the studied model: 

The complexity of a MapReduce system and 

continuous changes in behavior due to upgrades and 

software enhancements, prompted us to avoid the 

use of a white box modeling technique and opt for a 

technique that is agnostic to these. This leads us to a 

gray box or black box modeling technique. The 

dividing line between these two techniques is not 

well defined, but we consider our model as a gray 

box model since the structure of the model was 

defined based on our observations of the operating 

linearity regions of the system [21].  

We study a dynamic model that predicts the 

performance of a MapReduce cluster, in this case 

the average response time, depending on the 

number of nodes and the number of customers. It is 

the first performance-oriented dynamic model for 

MapReduce systems. The model structure is shown 

in Figure 14. The control input ( )u k  is given by the 

number of nodes in the cluster while the changes of 

clients ( )d k  is considered as a measurable 

disturbance. The output ( )y k is the average of the 

response times of the tasks in the kth  time interval 

.Since around the point of operation of the system is 

linear, we can apply the superposition principle to 

calculate the output [22]: 

( ) ( ) ( ) ( ) ( )C Ny k Z z d k Z z u k= +  

Where ZN  is the discrete model between the 

response time and the number of nodes and ZC  is 

the discrete model between the response time and 

the number of clients.  

                          

 

Figure 14:  Diagram of the theoretical model of MapReduce control 

The MapReduce is a programming model 

associated with implementation initially proposed 

by Google. It allows the processing and generation 

of large data. The input data format is specified by 

the user and application dependent. The output is a 

set of couples ,Key Value< > . The user describes his 

algorithm using the two functions Map and Reduce. 
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The Map function takes a set of data and produces 

an intermediate list of couples ,Key Value< > .  

The Reduce function is applied to all intermediate 

data and merges the results with the same key. A 

typical pseudo-code of these functions is given 

above. This is an example that counts the number of 

occurrences of each word in a set of documents. A 

major advantage of this model is its simplicity. 

Each Job MapReduce submitted by a user is a 

working unit of input data, the two functions Map 

and Reduce and configuration information. The job 

is then automatically parallelized and run on a 

cluster or on a set of data centers. Figure 14 shows 

the general architecture. The input data is divided 

into M units denoted splits.  

Each split is processed in parallel by a Map task 

invoking the Map function [26].The intermediate 

keys generated by the Map tasks are divided into R 

fragments, called partitions, which are distributed to 

Reduce tasks. The data fragments received by a 

Reduce task are then sorted by key and processed 

by the Reduce function. Like the Map tasks, Reduce 

tasks are executed in parallel. The initial data and 

the data produced at the end of a MapReduce are 

stored in a fault-tolerant distributed storage system 

such as HDFS or Google File System.The 

intermediate results produced by the Map tasks are 

however only kept on disk nodes running tasks 

without special mechanism to tolerate faults. 

Current implementations are based on a master-

slave architecture. A MapReduce is submitted by 

the user to a master node that chooses free slave 

nodes and assigns them Map or Reduce tasks to 

execute. The free node faults are treated 

automatically. If a node is suspected of being faulty, 

the master restarts its tasks on a new machine.  

However, the master of the failures is not taken into 

account. On the other hand, if a node performing 

tasks is inefficient, the master can speculatively 

launch a copy of his tasks on another machine to 

obtain a result more quickly. However, the 

speculation mechanism is to schedule an additional 

replica if the calculation of the task was not 

performed in a pre-defined period [28]. Hadoop is 

an open-source implementation of MapReduce 

widely used. It was proposed by Apache and uses 

HDFS storage system (Hadoop Distributed File 

System).In HDFS, each file is divided into a set of 

fixed-size blocks stored in independent units on the 

discs of the platform. HDFS provides high 

availability and reliability by replicating each data 

with a degree of replication set by default to 3.  

To control the execution of tasks, Hadoop defines a 

single master, the JobTracker, which manages the 

status of submitted jobs and orders the execution of 

tasks. On slave machines, a process, the 

TaskTracker, checks the availability of the 

execution slots of this machine. Note that to 

improve performance, computing phase and inputs / 

outputs can be covered by executing several Map 

and Reduce tasks in parallel on the same slave 

machine. Whenever a TaskTracker detects an 

available slot on the machine, it contacts the 

JobTracker calling for a new task. If it is a Map 

task, the JobTracker takes into account the location 

of the slave and chooses a task whose input data 

(split sound) is as close as possible to the 

TaskTracker machine. In contrast to Reduce tasks, 

it is not possible to take into account data locality. 

6. Conclusion: 

In this paper we have discussed the principles of 

Big Data, its characteristics, its operation and the 

various areas in which they are used. The different 

models of NoSQL databases were also identified. 

We have outlined the various concepts related to 

cloud computing, namely known types of cloud 

services and its different modes of deployment. We 

have presented in this paper the different 

components of Hadoop, mainly HDFS and the 

MapReduce programming model. 
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