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Abstract: 
The study of identifying genes more correlated with the prognosis of breast cancer, we used data 

mining techniques to study the gene expression values of breast  cancer patients with known clinical 

outcome. Focus of our  work was the creation of a classification model to be used in  the clinical practice 

to support therapy prescription. We  randomly subdivided a gene expression dataset of 96 samples  into a 

training set to learn the model and a test set to validate  the model and assess its performance. We 

evaluated several  learning algorithms in their not weighted and weighted form,  which we defined to take 

into account the different clinical  importance of false positive and false negative classifications.  Based on 

our results, these last, especially when used in their combined form, appear to provide better results. 
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1. INTRODUCTION 

 

This work was to understanding what 

portions of the genome are involved  in the 

development of cancer cells is a difficult and 

currently  very important issue in medicine. 

Providing clinical predictions for cancer patients 

by analyzing their genetic  make-up is a central 

goal of many research groups. In this  respect, our 

contribution here illustrated regarded the use of  

knowledge extraction techniques that are derived 

from  artificial intelligence and globally known as 

knowledge  discovery. It focused on cases of 

women suffering from  breast cancer; in particular, 

we evaluated the possibility of  predicting 

metastatic recurrence within five years from  

surgery.   

 

This work was to understand which genes 

are more  closely related to the classification of 

metastasis resurgence patients. A gene expression 

dataset of 96 samples was  obtained by merging 

two published works of breast cancer  microarray 

analysis. It was then randomly subdivided  into a 

39-sample training set and a 57-sample test set. 

The  initial step has been to reduce the datasets to 

study through a  process of reduction of the 

unnecessary or redundant features  for 

classification (features selection phase). For this 

purpose  we exploited the potential of different 

data mining  techniques, implemented in available 

software tools such as  WEKA (Waikato 

Environment for Knowledge Analysis)  and YaLE 

(Yet another Learning Environment).  After initial 

analyses, we obtained reduced datasets (data  

samples with a smaller number of genes) and we 

verified  whether the achieved data reductions 

increased the ability in  prediction of metastasis. 

With the reduced datasets we were  able to create 

good classification models by using five  

classification algorithms known in the literature, 

which  represent a wide range of prediction 

techniques.  
 

RESEARCH ARTICLE                                               OPEN ACCESS 



International Journal of Computer Techniques – Volume 4 Issue 4, July – August 2017 

ISSN: 2394-2231                                      http://www.ijctjournal.org    Page 39 

 

The main aim of our work was the 

identification of genes  with levels of expression 

associated with a clinical prognosis  for breast 

cancer patients.  

 

2. DATA MINING TECHNIQUES   
 

In  this work the advantage taken to several 

families of data  mining techniques, including 

feature selection and  classification methods, such 

as decision trees and bagging,  bootstrapping and 

random forest ensemble algorithms.   

 

2.1.  Feature selection algorithms   

 
Looking for patterns in a collection of 

information with hundreds of features is a  

complex challenge because of the redundancy and 

noise in  the raw training data. In our work we used 

a class of  purpose made algorithms, known as 

feature selection  algorithm. Using such methods 

let us increase the  prediction accuracy as well as 

to get a greater compactness  and a better 

understanding of the examined concepts.   

 
 2.2.  Decision trees   

 

From a mathematical aspect a decision tree 

is a  connected graph not containing closed loops. 

In machine  learning it becomes a foretelling 

model with remarkable  properties, able to manage 

a great deal of data. For our analyses we used 

various learning algorithms:  single algorithms as 

decision trees and NaiveBayes, and ensemble 

techniques as AdaBoost M1, Bagging and  Random 

Forests.  
 

2.3.  Ensemble methods   
 

Ensemble methods (also known as 

Committee methods  or model combiners) are 

aggregates of classifiers whose  single predictions 

are combined with vote or weighted  average 

approaches in order to build a unique classifier.  

Typically the classifiers composing one ensemble 

predictor  are all of a single family, but ensemble 

predictors consisting  of classifiers of different 

types were built as well. In this work three 

different ensemble methods  were used: bagging 

boosting and random forests. 
 

2.4.  Classification algorithms   
 

For our analyses we used various learning 

algorithms:  single algorithms as decision trees 

(J48) and Naïve Bayes,  and ensemble techniques  

as AdaBoost M1, Bagging and  Random Forests; 

we also tested other techniques, as Neural  

Network, RVM Learner, Pso SVM and Evo SVM,  

In order to build our classification model to 

produce a valid prognosis  for unclassified breast 

cancer patients. All our analyses have  been run 

within the WEKA software environment.  

 

2.5. DB Miner  
  

 DBMiner, a data mining system for 

interactive mining of multiple-level knowledge in  

large relational databases, has been developed 

based on our years-of-research. The system 

implements a wide spectrum of data mining 

functions, including generalization, 

characterization, discrimination, association, 

classification, and prediction. By incorporation of 

several interesting data mining techniques, 

including attribute-oriented induction, progressive 

deepening for mining multiple-level rules, and 

meta-rule guided knowledge mining, the system 

provides a user-friendly, interactive data mining 

environment with good performance.  

 

 

 

 

 

 

 

 

 

3. GENE SELECTION IN THE TRAINING 

SAMPLE SET   
 

The onset and development of a complex 

disease, such as  breast cancer, cannot be attributed 

to a single gene.  Generally, more DNA portions 

Classification of Genomic Data 

Feature Selection 

Algorithms 
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are involved and related to  the possibility of an 

individual to develop a pathology.  Aiming at 

identifying the genes that are more correlated with  

the prognosis of breast cancer, we considered as 

first case  study a group of 166 genes selected as 

differentially  expressed in the 39-sample training 

set of breast cancer  patients with different clinical 

outcomes. The time of  survival without metastasis 

after surgery was considered for  clinical 

classification.  
 

 Thus, the class attribute was set to  Class 0 

if the patient lived more than five years without  

metastasis (from the day the disease was first 

diagnosed),  while it was set to Class 1 for patients 

who developed  metastasis within five years. The 

genes selected as differentially expressed in the 

considered 39 patients (24 of  Class 0, 15 of Class 

1) were used as classification attributes.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3.1. Features selection 

  

At first, we 

extracted the most 

important attributes 

for the  prediction 

of the class attribute, 

by applying nine 

feature  selection 

algorithms, so as to 

obtain nine reduced 

datasets.  To 

identify which of 

the attributes 

(genes) selected 

by the  nine algorithms better describe the starting 

dataset, we sorted  in descending order each of the 

selected genes according to  the number of 

algorithms selected it. Then we  extracted the ten 

most selected genes. Table 1 lists the top  ten most 

selected genes sorted according to the number of  

considered algorithms that selected them. Since the 

reduced  set contained the genes selected from at 

least two of the nine  feature selection algorithms 

considered, it was given the  name of “The best >= 

2”.    
 

Selected Genes were characterized by a 

greater accuracy  compared to those belonging to 

the original dataset and were  used to build a 

prediction model for each of the five  considered 

learning algorithms implemented in WEKA, i.e.,  

Adaboost, Bagging, J48, NaiveBayes and Random 

Forests. 

 

TABLE: 1 THE BEST>=2 REDUCED GENE 

SET 

 

4. TRAINING DATA SET AND 

PERFORMANCE EVALUATION 

 
 The expression data of the ten genes 

selected in the  feature extraction step for the 

considered 39 patients  constituted our training 

dataset. These data were used to  create the model 

to be used for the class attribute prediction  of the 

test dataset. To get more comprehensive and  

comparative accuracy of the results, we did not use 

only a  single learning algorithm to create the 

SELECTED GENES 

Gene 483 

Gene 510 

Gene 202 

Gene 322 

Gene 515 

Gene 286 

Gene 453 

Gene 159 

Gene 505 

Gene 518 
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model, but we used  five algorithms among those 

most suited to the specific  structure of data (i.e., 

Adaboost, Bagging, J48, Naive Bayes  and 

Random Forest).  

 

The evaluation of the performance of  the 

different algorithms was derived mainly from two  

software tools: the buffer output of WEKA and the  

Performance Vector of YaLE. The latter one, 

taking in input  the training dataset and a learning 

algorithm, produces a  range of statistical measures 

to assess the quality of the  learning performance. 

Each classification was evaluated by  using the 

final confusion matrix of the classification results.  

 

Since in our case the classification values 

were  two (0 and 1), the resulting 2 x 2 Confusion 

Matrix reports  on the main diagonal the number of 

instances classified  correctly (i.e., the true 

negatives (TN) and the true positives  (TP)), and 

on secondary diagonal the number of  misclassified 

instances (i.e., the false positives (FP) and the  

false negatives (FN)).   
 

 

By observing the distribution of TN, TP, 

FN and FP  values within the matrix, it is possible 

to derive estimates of  the performance of the 

considered classification algorithms  to be used for 

comparison purpose. Several important  measures 

can be extracted from the Confusion Matrix of the  

classification results to evaluate the obtained 

classification  quality:   
 

• Accuracy, as the percentage of instances 

classified  correctly out of the total instances 

• Recall, as the percentage of positive instances  

classified correctly out of all positive instances:   

• Precision as the percentage of instances 

correctly classified positive out of all instances 

classified  positive:   

• F-measure, as the harmonic mean of precision 

and  recall:   
 

For our analysis and its diagnostic 

implications, the two  types of errors FN and FP 

should be considered differently.  In fact, the FP 

error indicates patients classified as 1  (metastasis 

within five years) when their true classification is 0 

(no metastasis within five years); while  the    FN 

error    indicates   patients   classified as 0 (no 

metastasis within five  years) when their true 

classification is 1 (metastasis within  five years). 

Since the clinical and therapeutic importance of  

the correct prognosis of metastasis, the two types 

of errors  have a totally different practical aspect. 
 

Classify a patient as  FP means to predict 

the patient developing a metastasis  within five 

years when she will not; thus it means to provide  

the patient with an unnecessary treatment. Classify 

a patient  as FN means to predict that the patient 

will not develop a  metastasis within five years 

when she will; thus it means not  providing the 

patient with the treatment necessary for her  health. 

Compared to the former, the latter case has 

therefore  a higher cost: not treating a sick patient 

who will encounter a  worsening of the disease, 

with the consequent risk of death.   Usually a good 

measure of the obtained classification  quality is 

given by a high F-measure of Class 1, with a recall  

of Class 1 higher than 0.5 (i.e., when the number of 

FN is  less than the number of TP). However, in 

our scenario this is  not sufficient since the number 

of FN considered acceptable  would result to be 

still too high, taking into account the high  cost of 

misclassifying a patient that develops a metastasis  

within five years.  

 

 Thus, in evaluating the classification  

performance, we considered the important 

classification  difference of our considered 

scenario by weighting the cost  of a FN 

Cost Matrix structure.    

Confusion Matrix structure.    
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classification error more than that of a FP error. 

For  this aim, we decided to use the cost matrix.  

Weighing more than 1 the FN, in order to 

unbalance the  classification and obtain very low 

FN.    

 

5. CLASSIFIER VALIDATION IN THE TEST  

    DATASET   
 

 

 To test the classification model built on the 

training  dataset, we considered the expression 

values of the  differentially expressed genes in the 

57-sample test set,  with the clinical outcomes 

classified as in the training set  (i.e., presence 

(Class 1, 38 patients) or not (Class 0, 19  patients) 

of metastasis within five years from surgery). The  

reduced set of genes used for the classification of 

the patients  in the test set was composed of the 

same 10 genes of The  best >= 2 reduced gene set, 

selected from the training dataset  through the 

feature selection process previously described.  

Thus, in order to test the classification models built 

with the  five learning algorithms considered (i.e., 

Adaboost, Bagging,  J48, NaiveBayes and Random 

Forests), the expression values  of such genes were 

used as input of each of these  classification 

models defined on the training dataset, as  

previously described.   

 

 

 

5.1.  Not weighted vs. weighted classification  

      Analysis   
 

 Having defined, for each considered 

learning algorithm, a  not weighted model, a 

weighted one, and a method to  calculate a class 

probability, we were able to generate  different 

results and analyze them. Initially, we produced a  

set of classifications by applying the learning 

algorithms  without considering the different 

seriousness of a FP error  with respect to a FN one. 

Obtained results show  high accuracy, but an 

inadequate value of the recall index,  because they 

do not give the correct significance to a FN  error. 

Then, we emphasized the importance of an error 

type  (FN) with respect to the other one (FP).  

 

 The used heuristic  methods to look for 

different weights for the prediction  errors 

obtained, thus trying to voluntarily produce a 

highly  unbalanced prediction. A notable outcome 

was the  bad performance of the Adaboost 

algorithm in the weighted  classification. It resulted 

the less efficient classifiers for the  question we 

faced in our study; it needed a heavy  displacement 

weight in order to decrease the false negative  

classified patients, and even so it did not provide 

the desired  results. The weighted average results  

of the unbalanced classification, either with or 

without the  Adaboost predictor is presented here. 

 

 

 

 

 

 

 

 

 

 

  

 Based on obtained results, we can assert 

that a weighted  unbalanced classification is 

significantly better than a  balanced one, because it 

provides a reduced number of false  negative 

prognoses. Although it generates an increased  

number of false positive patients, this latter error is 

less  important from the clinical point of view.   
 

 

 

 

5.2.  Alternative Classifier 
 

 We used a neural network implementation 

in WEKA and the  following four algorithms 

implemented in the YaLE  software: RVM 

Learner, Pso SVM, Evo SVM and  Perceptron (i.e., 

a network of neurons in which the output(s)  of 

some neurons are connected through weighted  

connections to the input(s) of other neurons). The 

Figure displays the results obtained with these 

alternative classifiers.  Based on such results, we 

can affirm that Perceptron cannot  learn in an 
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efficient way individual with Class 1, RVM  

Learner gives a too high number of FN patients, 

while the  other two classifiers perform slightly 

better. With regard to  recall and F-measure, only 

Pso SVM and Evo SVM have  performances 

comparable with the previous considered  weighted 

classifiers.   
 

 Looking for the best neural network 

topology, we tested networks with different 

numbers of neurons, hidden layers  and neurons for 

each layer, obtaining three structures: the  first was 

a Perceptron, the second had one hidden layer  

containing 15 neurons and the last had two hidden 

layers  having 30 and 12 neurons, respectively.  

 

 We could observe a  good adaptation of this 

family of algorithms to gene  expression numerical 

data, but it was not enough to provide  accurate 

prognosis for cancer patients because of the low  

recall and precision values, in spite of a high 

accuracy.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

5.3.  Nearest Mean Classifier   
 

 We also considered the Nearest Mean 

Classifier (NMC)  algorithm. It bases its 

classification on the genes with most  different 

expression values in the two considered classes, as  

identified by their signal to noise ratio (SNR) index  

calculated as:   

 Feature selection phase of the NMC 

algorithm selects such genes performing the 

following steps:   
 

� For each gene, calculation of its SNR index 

� Ordering genes based on their SNR   

� Selection of the genes  
 

 In order to take into account our specific 

clinical scenario  and its requirement for a low FN 

classification value besides  a high accuracy, after 

classifying a training set with the  genes selected in 

the described feature selection process, the best 

number of genes for the classification can be 

selected by  plotting a graph of the variance of the  

accuracy and FN  classifications at varying number 

of genes selected in the  feature section process. By 

doing that and applying the  described NMC 

classification procedure on the original training set 

of 39 already classified patients, we could get  the 

best trade-off of accuracy and FN classification 

values  with 60 genes, obtaining the results 

summarized below. 

 

 

 

 

 

 

 

 

 

 
 

6.  DISCUSSION AND CONCLUSIONS    

 

 In this paper, we applied several data-

mining techniques  in a biomedical scenario. A 

preliminary analysis, aimed at  analyzing the 

distribution of data in the considered dataset,  

guaranteed applicability of each technique to the 

dataset  considered. With nine algorithms of 

feature selection we extracted a group of 

subsamples of data, which was analyzed  with  
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different classification algorithms for comparison  

purpose. In our tests we used five learning 

algorithms,  implemented in YaLE or WEKA. The 

latter was used for the  opportunity to weight the 

classification in order to unbalance  the prediction 

of class to the number of incorrectly classified  

patients predicted with metastasis within five years 

from  surgery. This was made in order to decrease 

the occurrences  of incorrectly classified patients 

predicted without metastasis  within five years. 

Such point is very important in our study.  In fact, 

due to the diagnostic and therapeutic consequences 

of the two classifications, classifying a patient as 

“good  prognosis” when she is in a state that will 

develop metastasis  (i.e., a FN error) is much more 

serious than classifying a  patient as ”poor 

prognosis” . 

  

 To identify additional methodologies to 

further improve  classifications of our data, we 

took into account also other  classifiers, 

specifically suited to numerical data, e.g., neural  

networks and support vector machine (SVM) 

classifiers  achieved good results, but less 

satisfactory than the  considered weighted 

classifiers. Of great importance was the  Nearest 

Mean Classifier, a technique based on the  

distribution of k-means clustering, which assigns 

Class 0 to  the majority class. With this classifier 

we obtained a  classification with a high value of 

false positives, but a low  value of false negative. 

The algorithm classified ill patients  more 

accurately (lower FN and higher TP) at the 

expense of  the classification of healthy patients 

(higher FP and lower  TN), which was a major 

goal for our analysis.   
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