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Abstract: 
            The Facial Expression Recognition is one of determining factors in automatic recognition of humans’ 
emotion. There are many works done in Facial Expression Recognition research, yet it has been difficult to build 
real-time and robust systems. This paper proposes the use of a classifier trained by Extreme Learning Machine to 
solve the speed issue, combined with the use of privileged information to improve the testing time and the reduction 
of the testing error. The study is done on features differently extracted from still facial datasets. The experimental 
results show that the proposed method improves the testing time making it feasible in real-time applications and 
more stable than the classical method, with time improvement reaching 25%. 
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I. INTRODUCTION 
Facial Expression Recognition (FER) research has attracted many 

researchers for a long time because of its application in many 
domains. Human being are able to express emotion through many 
ways and among them, facial expression being most the most studied. 
The facial expression recognition starts by the face detection, feature 
extraction and classification [42]. Face detection is similar for all 
application the aim is to detect and localize the face on an image or 
video. The feature extraction depends on the application (expression 
recognition, identity recognition, motion recognition…) and the 
method used. The work in this paper focuses on Facial Expression 
Recognition classification.   

The FER’s main purpose is to detect and to identify the human 
emotion expressed by face. It is mainly applied in Human Computer 
Interaction (HCI) to introduce a natural way of communication in the 
interaction between man and machine. After, the work of Ekman and 
Friesen [1] proposing the Facial Action Coding System (FACS), 
many FER techniques have been introduced [2-8]. The main 
challenge is to obtain accurate and a real time technique to apply in a 
natural approach. This paper proposes a method that simultaneously 
enhances the recognition rate and reduces the execution time. The 
rest of the article is arranged as follows first, brief review of related 
work, second a description of the used method, and third, 
experiments and results as well as the discussion. At the end, 
conclusions and acknowledgements are expressed. 

II. RELATED WORK 
FER is one of the many of research domains in Affective 

Computing [9, 10, 11]. It mainly consists in three steps: face 
detection, feature extraction and face classification [43]. Concerning 
face detection, there are many proposed algorithms to locate a human 
face in a scene. In their works, Sing et al. [37] and Bouzerdoum and 
Chai [38] proposed a method for finding faces in images with 
controlled background such as based on skin colour, motion or 
mixture of both.  More details can be found in surveys [12-15], [36], 

[39, 40]. The feature extraction consists of gathering resources that 
can help in the face description. The state-of art methods can be 
found in the work done by Al-Allaf [39]. The recognition 
(classification) is done by classifier based on support vector machine 
and neural networks [30, 41]. 

This paper focuses on Facial Expression Classification. Even 
though, many works are done for the previous steps (face detection 
and feature extraction) there is a big challenge in classification. 
Classification consists in identification and attribution of the 
expression of the observed face.  

The applied method reduces the execution time and increases the 
recognition accuracy. 

III. METHODS APPLIED 

A. Learning Using Privileged Information  

Learning Using Privileged Information (LUPI) is a new learning 
paradigm introduced by Vapnik et al. [16] as analogy to the human 
being learning system. LUPI paradigm introduces the use of the 
additional information in the training step of the classical learning 
method [17]. It is called Privileged Information because it is only 
available during the training stage. During the natural learning 
process, the teacher provides the student with elements for a deeper 
understanding and memorization of the experience. The same way, 
this additional information transfers information to the original data 
modality to enhance the training accuracy and reduce the testing 
error [18].    

The classical learning paradigm of a supervised machine learning 

uses a set of N pairs ),( ii yx  as training data with Xxi   and 

Yyi   aiming to  find the function that minimizes the probability 

of incorrect classifications [19].  The LUPI paradigm introduces 
another learning model; in the pairs of training set it adds a third 
component. The privileged information space has the same number 
of examples as the standard space but differ in attributes. Thus, in the 
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LUPI paradigm, a set of triplets ),,( *
iii yxx is given as training set, 

with Xxi   ,  
** Xxi  and Yyi   . The objective is still the 

same, which is to find the function that guarantees the smallest 
probability of incorrect classification. The difference is that in the 

LUPI, we are given an additional information 
** Xxi   which is 

different from Xxi   . However, this information will only be 

available during the training stage that is why it is called privileged 
information. It sums up an idea of Vapnik [28] leading to integration 
in learning techniques, of element of exact science and art of data 
interpretation, exact science and humanities and exact science and 
emotions. 

In many learning scenarios, there are examples of privileged 
information like the poetic description of a digit recognition problem, 
rate of exchange information after moment t for a prediction of a 
currency exchange rate at moment t problem, etc. In the experiments, 
we use differently extracted and features, one set as privileged 
information to another. More details in the section 4. 

B. Extreme Learning Machine(ELM) using privileged Information 

The used classifier is trained on ELM algorithm. ELM is an 
emerging learning machine algorithm with three main characteristics, 
namely, extreme fast training speed, good generalization and a 
universal approximation capability. 

1) Brief review of ELM: Extreme Learning Machine (ELM) is 
a learning algorithm firstly proposed by Huang et al. [20] for a 
single-hidden layer feedforward neural networks (SLFN) and was 
extended to generalized SLFN where the hidden layer doesn’t need 
to be neuron alike [21,22].  It is described as follows:   

 Given a set of N training samples Nitx ii ,,1),,(  with 

d
i Xx  as the input vector for the ith sample and Tt   its target 

value. The output of ELM with L hidden nodes is:  

  



L

i
iii xhxbaGxf

1
, )(.,)(                           (1) 

With ia  and ib are input weight and bias respectively between 

the input nodes and the hidden layer, i is the output weight 

between the ith hidden node and the output node and ),,( xbaG ii is 

the output of the ith hidden node with respect to the input x , also 

called activation function in literature. )(xh is the output vector of 

the hidden node with respect to the input x , which maps the data 
from d-dimension of the input space to the L-dimension of the 

hidden layer feature space H . For the binary classification 
applications, the decision function of ELM is: 

               )),,(()(
1




L

i
iii xbaGsignxf                         (2) 

Equation (1) can also be written in the matrix form as [20], [23]:  

               TH                                                            (3) 

Given N , L  and C , number of the samples, hidden nodes and  

class respectively, LNH * is the hidden-layer output matrix, CL* is 

the output  weight  and CNT * is the target matrix.  can be directly 

calculated as:  

      TH †ˆ                                                         (4) 

Where 
†H is the Moore-Penrose generalized inverse of 

matrix H . There are several methods to compute the 
†H  like the 

orthogonal projection method, iterative method and singular value 
decomposition [24, 25]. In summary, the basic ELM algorithm 
consists mainly in 3 steps learning model:    

The result decision function is: THxhxhxf †)(ˆ)()(   . 

ELM simultaneously tends to reach the smallest training error and 
the minimum norm of the output weight [25, 26]: 





N

i
ii txh

1

)(.min    and min                         (5) 

The classification problem turns into to simultaneously solving 
the optimization problem in equation (7). Thus, the classification 
problem is as follows:  
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Where  Tciiii ,2,1, ,,,    is the estimation of the 

training error vector of c output nodes with respect to the input 

sample ix , and C is the regularization parameter, which represents 

the trade-off between the minimization of training errors and the 
maximization of the marginal distance. 

From Karush-Kuhn-Tucker (KKT) theorem [27], to train ELM is 
equivalent to solving the following dual optimization problem: 


 
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Where j is the vector of the weights linking hidden layer to the jth 

output node and  c ,,1  .  From corresponding KKT 

optimality conditions, we compute and obtain:  

 THH
C

H TT 1)
1

(                (8) 

Now, the output function of ELM classifier is:  

 THH
C

Hxhxhxf TT 1)
1

()()()(            (9) 

The generalization of ELM has been found insensitive to the 
dimension of the feature space and it can reach good performance as 

long as L  is large enough [25]. 

2) ELM Using Privileged Information: As aforementioned, 
the privileged information is the additional information avail-able 
only during the training stage. Learning Using Privileged 
Information aims to increase the training accuracy and reducing the 
probability of the error of classification. It is similar to the case when 
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the teacher gives examples and interacts with the students during 
training time, but will not be there in the testing time where the 
student will be out of the teacher’s supervision [19].  In using 
privileged information, it is possible to try transfer a set of useful 
feature for parameter in the privileged information space *X  into 
their image in non-privileged information space X   

 
Fig.  1 ELM Using Privileged Information flowchart 

Fig.1 represents the flow of the processes in the ELM using 
privileged information with a standard space of m-dimension, and the 
privileged information space of mp-dimension. There are L hidden 
nodes in the hidden layer and the C-classes. 

In ELM, as well as in other classical learning machine algorithm, 
the privileged information can be used as the correction function as 
proposed by Vapnik [28]. In this case, we are given N triplets 

),,( *
iii txx  with  Xxi   , the space of non-privileged (or 

standard features),
** Xxi   the space of the privileged information, 

and Tti   the target set.  

The vector X is mapped into the feature space by 

)](),...,([)( 1 xhxhxh L   , the vector  
*X  into correcting space 

by )](),...,([)( ****
1

** xhxhxh L  . The two functions )(xh  and 

)( ** xh  can be the same or different. They are all mapped into the 

same decision space, are both used to build the decision function. 
The correcting function, which estimates the slack value, is given by:  

 **** )()()(  xhxx                                    (10)                       

Then the classification problem thus becomes:  
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With 
*
i  the correcting weight connecting the ith  hidden node to 

the output node in the correcting space, and   is a parameter to 
adjust the relative weights of the two spaces. To minimize the 
equation (11) we construct the Lagrangian function as:  
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The KKT conditions of optimality are:  
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From equation (13), (14) and (15), the output weight   is:  

       THHHHCIHH TTT
†

†
*

1
*** 






 


  (16) 

Then the output function of the ELM classifier becomes:  

       





 

 †
*

1
***)()()( TTT

HHHHCIHHxhxhxf   (17) 

This solution is the same as the one proposed by Zhang et al. [29] 
and the corresponding algorithm was called ELM+. The work is to 
apply it in Face Expression Recognition having features differently 
extracted. Its application has the effect of reducing testing time and 
improving the classification performance.  

IV. EXPERIMENTS 

A. Experiments description  
In experiments, features used are extracted from the Japanese 

Female Face Expression dataset (JAFFE) [45] and the MMI datasets 
[46]. The feature extraction was done using three methods. The first 
method is the Local Binary Patterns (LBP) [31, 32], the second is 
Local Direction Pattern (LDN) [33, 34] and the third is the Edge 
Orientation Histograms (EOH) [35]. The three methods have 
different outlooks and more details can be found in the work in [30] 
and references therein.  

From the three methods, the features extracted are distinct but 
complementary because they describe the same image from different 
point of view and they are all local-based descriptor. They are well 
eligible for LUPI paradigm [28]. In the work, three types of features 
are successively grouped each as standard feature and another as 
privileged information instead of concatenating them in single 
feature vector.  

TABLE I 
THE DESCRIPTIONS OF THE USED DATASETS 

Dataset  Feature 
number  

Samples 
number  

JAFFE LBP 13276 213 

JAFFE LDN 14401 213 

JAFFE EOH 8101 213 
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MMI LBP 13276 504 

MMI LDN 14401 504 

MMI EOH 8101 504 

 
The JAFFE LBP and MMI LBP are dataset of the features 

extracted by LBP method. JAFFE LDN and MMI LDN are dataset of 
the features extracted by LDN method. JAFFE EOH and MMI EOH 
are dataset of the features extracted by EOH method. 

We have utilized a five-fold cross validation to evaluate the 
algorithms. All the simulations and evaluations are done with 
MATLAB R2014b running on an Intel® Core™ i5-4590 CPU @ 
3.30GHz with 4.00GB RAM. Some parts of the codes are from the 
codes available on the Extreme Learning Machine (ELM) website[44] 
Graphs and tables are done with Microsoft Office Excel 2016. 

B. Results and Discussions 

1) Performance evaluation:  In first experiment, different 
possible combinations of three groups of features were made and the 
results are in the Table II. 

TABLE II 

THE PERFORMANCE IN TRAINING ACCURACY AND TESTING ACCURACY  

Standard 
features→ 
Privileged 
Information 
↓ 

JAFFE/MMI 
LBP 

JAFFE/MMI 
LDN 

JAFFE/MMI 
EOH  
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JAFFE LBP   99.7 97.78 100 81.67 
JAFFE LDN 99.85 81.67  100 86.11 
JAFFE EOH 97.02 72.78 95.68 94.4   
MMI LBP  99.88 99.04 99.94 82.93 
MMI LDN 100 99.04  100 97.6 
MMI EOH 97.75 73.56 98 79.56  

 

From the above results, the contribution of all feature sets is 
distinct because they are different one from the other in the 
description they aim. The accuracies are expressed in percentages. 
The best recognition in training stage is observed when the EOH 
features is used as standard information and other features as 
privileged information. Thus, the training accuracy is more improved 
when the more accurate (more informative) set is used (Table III) in 
training stage as standard features and others as privileged 
information.  

The best improvement in testing accuracy is more observed when 
the LDN is used as privileged information. The LDN features have 
the highest number of features among others (Table I) and their 
contribution is more important than others. From the results obtained 
when using single set in Table III. This satisfies the condition for the 
theory of knowledge transfer[19]. The knowledge transfer is better 
applied when the training size is the largest.  

TABLE III 
SINGLE SET CLASSIFICATION ACCURACY 

Dataset 
Classification 

accuracy 
Dataset 

Classification 
accuracy 

JAFFE LDN 86.11 MMI LDN 85.34 

JAFFE LBP 86.67 MMI LBP 86.54 

JAFFE EOH 90.00 MMI EOH 91.11 

  

 The advantages of the LUPI over the classical paradigm in 
feature fusion was evaluated. The results are represented in 
Fig.2. 

 
Fig.  2 Comparison of LUPI paradigm and classical paradigm on JAFFE 
dataset: (a) training time, (b) testing time, (c) training accuracy, (d) testing 
accuracy 

The graphs represent the time of training and testing, and their 
respective accuracies according to the number of the hidden nodes. 
The EOH+LDN_LBP (PI) (EOH+LBP_LDN (PI), LDN+LBP_EOH 
(PI)) means that the EOH and LDN (EOH and LBP, LDN and LBP) 
features are taken as standard attributes (non-privileged) and the LBP 
(LDN, EOH) features operate as Privileged Information. The classical 
paradigm uses the concatenated vector. The results prove that the 
LUPI is better than the classical method in information fusion. The 
execution time for the classical information fusion is higher than in 
LUPI, Fig. 2 (a) and (c). The recognition rate is also improved in the 
LUPI paradigm, Fig.2 (b) and (d).  Therefore, the learning using 
privileged information in features fusion improves both execution 
time and recognition rates.  

The comparison to other methods is done by comparing the 
proposed method to basic ELM. The results are represented in the 
following table:  

RTABLE IV 
COMPARISON TO CLASSICAL METHODS 

Datasets  Basic ELM LUPI method 

LBP-EOH 83.89 72.77 

LDN-EOH 91.34 94.44 

EOH-LBP 83.89 81.67 
EOH-LDN 75.56 86.11 
LDN-LBP 93.25 97.78 
LBP-LDN 78.89 81.67 
 

In Table IV, there are results of comparing the proposed technique 
to basic ELM method. The use of proposed method mostly 
outperforms basic ELM.  

In addition to the performance improvement, it tends to generalize 
earlier than the Basic ELM as shown on the Fig. 3. 
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Fig.  3 Accuracy evaluation on JAFFE dataset: (a) EOH feature and LDN 

features (b) LBP features and EOH (c) LDN features and LBP features  
 
Fig. 3 illustrates the comparison in information fusion. The 

proposed method converges earlier than the Basic ELM and tends to 
stabilize, while the Basic ELM remains sensitive to the increase of the 
number of hidden nodes.  

Another advantage is the reduction of the testing time (Fig.4), 
making the technique candidate for the real-time applications.  

 
Fig.  4 Testing time improvement on JAFFE dataset: (a) EOH feature and 

LDN features (b) LBP features and EOH (c) LDN features and LBP features  
 
Fig.4 represents the comparison with the use of the concatenation 

for the testing time. LDN_EOH(PI) (EOH_LDN(PI)) signifies that the 
LDN (EOH) attributes are taken as standard attributes and the EOH 
(LDN) attributes operate as the Privileged Information, 
EOH_LDN(CONC) signify that the EOH and LDN features are 
concatenated. In case of concatenation, the classification is based on 
classical learning. The proposed method requires less time than 
classical one. Moreover, it is better applicable for large-scale problem 
than the classical method because the testing time increases 
dramatically in case of the concatenation when the number of the 
hidden nodes increases. 

2) Evaluation of the user-defined parameters: The user 
defines three main parameters, namely, the number of the hidden 
nodes L, factors ߣ and C (equation (16)). The relating experiments 
aim to determine their impact on time of execution and accuracy.  

The number of hidden nodes is arbitrarily chosen in the 
following sequence: 1000, 1500, 2000, 3000, 4000, 5000 and 7000. 
The system attained the best performance in training and test when 
hidden number is around 212.  The evaluation results are represented 
in the Fig.5  

 

Fig.  5 Effect of the hidden nodes on JAFFE dataset (EOH_LDN features) (a) 
Training time (b) Training Accuracy (c)Testing Time (d) Testing Accuracy 

In Fig. 5 the number of hidden nodes influences the execution time 
and accuracy. The training time is higher in LUPI paradigm [17], 
especially when we use the LDN features as standard features because 
its features’ number is the highest. The proposed method achieves 
desirable classification precision quicker than the classic learning 
paradigm. So, it is better to use the LUPI paradigm than simple 
concatenation of multiple features.  

To evaluate the impact of ߣ and C on the classification precision, 
their values was arbitrarily chosen respectively from 10-7 to 10+6. The 
results are represented in Fig. 6. 

 

 

Fig.  6 The Impact of the ߣ and C on the classification precision on JAFFE 
EOH_LDN features. (a) Training space when C is fixed and ߣ varies (b) 
Training space when ߣ and C varies (c) Testing space when C is fixed and ߣ 
varies (d) Testing space when ߣ and C varies 

Fig.6 represent the effect of the C( ߣ ) value on the accuracies in 
the training and testing spaces respectively, according to the variation 
of the ߣ ( C ) value. TrainAccu (TestAccu) is the training accuracy 
and the testing accuracy when the stable value C ( ߣ) is 10-7; and the 
following value is 10-3, 100, 10+3, 10+6. The best results are obtained 
when the value of C and λ are smaller or equal to one.  It is better to 
choose C and λ belonging to] 0, 1].  

V. CONCLUSION 
The work aimed to improve the Facial Expression Recognition 

classification accuracy, using the new learning paradigm of Learning 
Using Privileged Information (LUPI). The classifier is trained using 
the Extreme Learning Machine algorithm using Privileged 
Information (ELM+).   
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The outcomes prove that the proposed technique is feasible and 
applicable in real life situation. The use of attributes from different 
perspectives and the improvements obtained make the proposed 
method extensible to more complex problems integrating real-time 
Face Expression Recognition. 

Considering the testing time improvement, the method is 
applicable to the large-scale problems. Future works can extend the 
study on more datasets with multimodal features and even video 
recordings 
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