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Models of artificial intelligence to compare textual information by content, applicable on the
stages of semantic and pragmatic analysis have been elaborated. The basic "content™ of the answer is
presented in the form of a semantic network. In contrast to the known methods of semantic and
pragmatic analysis the developed algorithms based on artificial intelligence models will provide
opportunities to check an automated mode text responses given in a free-text form in a natural
language with greater certainty.
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Problem definition. The process of assessing the knowledge and skills of students is
complex and does not always ensure its validity. Till recently test control systems have
been used for the automation of both current and final control of the knowledge. However,
functionality of the existing systems significantly limits the ability of informal construction
of the test problems. The simplicity of the software implementation has led to the fact that
modern software testing tools provide the building of only certain question types. Virtually
all modern systems have implemented questions that use a choice of one or several fixed
options. However, for a more objective apraisal of knowledge it is appropriate to use the
type of questions that provides textual answer in natural language. However, this approach
is almost never used in the current testing system, as algorithm of mechanical verification
of answers to natural language is quite challenging.

In order to automate the verification of answers that are given in natural language text
format, one need to develop a methodology for comparing this response with the sample
(samples) of the correct answer. Traditional text comparison for this task is complicated by
the use of unclear, incomplete and inaccurate source data. The need for fuzzy text
comparison demands taking into account (offset) ambiguity, which is inherent in the human
brain and natural language. This lack of clarity, is particularly evident in the fact that the
same expression can be represented as text by a man differently. And all these
representations in terms of their content, are identical.

A possible promising direction for further improvement of test control may be the use
of models and methods of artificial intelligence. When using a natural language an
expression identical in content can be described in various ways. The structure and
elements (individual words) of text representations may differ significantly from the
sample. In this case, using the approach described above will be incorrect. Therefore, to
compare the content of textual answers with the sample it is necessary to highlight this
"content" (knowledge) as the response and a sample and compare them. The solution to this
problem becomes possible using the methods of artificial intelligence.

The aim of the research is to develop the models of artificial intelligence for textual
information comparison by content and use them on the stages of semantic and pragmatic
analysis.

Analysis of the recent research and publications. The issue of automated knowledge
control, semantic analysis of the text information has been considered by a wide range of
professionals and scientists, including Askerov E. M, Badorina L. M., Hrygorova A. A.,
Yemelyn M. A, Yermakov A. E., Kuznetsov D. M., Radvanskaya L. N., Rudynskyy Y. D.,
Sokolova N. A., Stroilov N. A., Kharlamov A. A., Sharov D. A., Shydlo G. M.
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Unfortunately, the analysis of the current software in this area shows that nowadays
even for English there are no programs based on the use of artificial intelligence methods
which are able to handle to a full extend and in a non-trivial way (for comparison)
elements of "knowledge" obtained from the text [1]. This situation is due to two reasons
[1]. The first is a slight spreading of linguistic analysis of text that can interpret the relation
between words and, consequently, really produce knowledge as certain elements of the
internal structure and suitable for content processing by "artificial intelligence”. Such
systems only began to appear (Net Owl (www.netowl.com), Attensity
(www.attensity.com), RCO Fact Extractor (www.rco.ru)) and they have not yet integrated
into applications. The second reason is the low reliability of the automatically received
"knowledge" from the text. This is due to the imperfection of the modern algorithms for
interpretation of the text and, in some cases, low quality sources.

The main material of the research. Semantic analysis can be used to "allocate” the
content within the textual information. It allows to allocate the content structure
(knowledge) from the free text in natural language. This results in identifying the content of
the sentences, or their separate parts. Of course, semantic analysis is a difficult task. It is
difficult to formalize. Each language has its own characteristics, which should be
considered when conducting semantic analysis.

Thesaurus of the language is typically used to determine the semantic relationships
between individual words. The given thesaurus is, obviously, specific to each language. It
defines a set of binary relations on the set of words of a natural language. The problem of
creating high-quality thesaurus is a key one when using algorithmic approach. Although,
there are new commercial products that use the thesaurus in different languages, they
actually include only a subset of them (English, Russian).

Therefore, the analysis of the text automatically results in the extraction of the
information ("knowledge™) as a network of basic concepts and relations of the weight
coefficients. As a meaningful "portrait” of the text during further comparison, not merely a
list of keywords is considered, but a network of concepts which, by implication, is a
"reflection” of the text content. Each concept has a weight that reflects the importance of
this concept in the text. Relations between concepts also have weight.

Comparison of semantic networks of the two texts will enable a comparison of their
content. Regardless of the construction of the sentences, the presence of the additional
judgments, minor quality characteristics that can be present in the response, the main
"content"” in the form of a semantic network can be defined in the text. A similar procedure
is carried out with the "model" of a correct answer. Comparison of two semantic networks
(text and sample answers) allows to estimate reliably the degree of identity and as a result
to put a valid mark.

In the previous studies [2-4], there was proposed an algorithmic implementation of the
verification of textual answers that was used in the testing system. Checking algorithm was
based on fuzzy text responses compared with samples of the correct answer. When
conducting a comparison not only the presence of words but also their order in the text was
taken into account. Thus, a sentence structure was considered to some extent.

However, when using natural language the same in content utterance can be described
in various ways. Of course the structure of the text representations may significantly differ
from the sample. In this case, it will be incorrect to use the approach described above.

Thus, in order to compare the content of textual answers with the sample, it is necessary
to define this "content" (knowledge) both from the response and the pattern and make a
comparison. Effective resolving of this problem is possible by using methods of artificial
intelligence.

In modern science, there are two approaches to understanding of the term "knowledge"
in the context of its isolation from the text. Within the first approach, the attention is
focused on the pragmatic aspect (used in the direction of «knowledge management»), when
knowledge is represented as data received in a certain place at a certain time and needed to
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solve a practical problem, for decision making, and so on. In this case, neither the structure
nor the mode of representation of the "knowledge" differ from the other data. They may be
presented by a fragment of a text document, picture, part of the database, etc. Within
another approach, an emphasis is placed on the content aspects, and when viewed within
the "artificial intelligence”, it implies that knowledge differs from normal data by its
structure.

Various information about the world can be represented in the text form. However, the
ambiguity of the representation, which is inherent to almost all natural languages (including
Ukrainian), makes the task of content selection extremely difficult. Despite over 50 years of
research in artificial intelligence, there are still no universal solutions to most applied word
processing problems. This is due to the problems of formalization of natural language.
Natural language is a very complex semiotic system that consists of an unlimited number of
subsystems, each of which is finite and, therefore, can be formalized. However, the
language itself is an open system that cannot be fully formalized [1].

By processing the text, it is possible to identify the following stages of analysis:
morphemic, morphologic, syntactic, and semantic.

The latter type of analysis, semantic, enables allocation of the content structure
(knowledge) from the free-text natural language. At this stage an identification of the
content of the sentences or their separate parts takes place. Among all steps of text
information processing, semantic analysis is the most difficult. It is difficult to formalize.
There is no doubt that every language has its own characteristics to be considered when
conducting semantic analysis.

Universal approach is also possible. It is based on the use of neural networks. Neural
network can be taught to compare text information in different languages, as this is done by
its biological prototype - human brain. During the internal hidden processes that occur
when using neural network, an information preprocessing (morphological, syntactic
analysis) and semantic analysis are carried out. However, to enable solving of complex
problems such as semantic analysis, neural network must have a large enough capacity. The
learning procedure is a problematic one. The weights are formed in it and they define the
memory of the neural network. It is necessary to build a significant number of phrases to be
compared for teaching just one subject area. These phrases should include all terms used in
this subject area. They should cover all the concepts that must be preset in the memory of a
neural network. For a more accurate memorizing in the process of comparison, one should
select not only essentially different text pairs, but also similar in spelling and different in
meaning.

The overall structure of the neural network is shown in the picture. The first, open layer
of a neural network, is represented by two groups of neurons 1N. Login information is
entered in this layer. In the first group of neurons, there is the text information which is
verified with the sample, in the second group of neurons — the sample. Since neurons use
single-bit coding information, and one character in many encodings is represented by one
byte to store information about a single character, it requires 8 neurons of the input layer.
Thus N=8 L, where L - maximum length of sentences in characters.

For the primary information processing in neural networks, a layer of neural network
with two groups of neurons 1..M is used. Between neurons of the input layer and the first
layer of each of the two groups, there are established connections. To improve the quality
of primary processing (morphological, syntactic analysis), it is possible to include another
similar layer of neurons to the neural network.

Basic information processing is implemented in the next hidden layer of neurons 1..K.
Each neuron in this layer enters information on each of two groups of neurons of the
previous layer. In order to increase the information capacity of the neural network by
improving the capabilities of semantic analysis, it is possible to increase the number of
neurons in this layer (K) and to include the following additional intermediate layers.
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In order to receive the result of the test, the final layer, which consists of a single
neuron, is used. One of its two possible states corresponds to the identity of the two texts in
content. Another condition indicates that the tests within the content differ.

The advantage of using neural networks for solving the problem of comparing text by
content is its versatility. The neural network with permanent structure can be adapted
(trained) to compare texts in different languages from different subject areas. However, the
complexity of learning is a significant disadvantage. Moreover, studies should be
conducted in all languages from all subject areas in which the neural network will be used.

Figure - The general structure of a neural network for
textual information comparison

In the absence of a hardware implementation, it is possible to simulate the neural
network, but in this case, the performance will be significantly lower. It is possible to
increase the speed of neural networks due to efficient use of computing resources of a
computer (multiprocessing) between which a load balancing is performed. Using CUDA
technology from Nvidia, the speed of neural networks may be significantly increased. It
allows to use the processing power of the graphics card, GPU, which contains dozens of
computational cores, to process the applied problem.

The second area of semantic analysis - an algorithmic approach. When using it on the
stage of semantic text processing by algorithmic means, a detection of the content of the
sentences or their parts is performed.

The statistical analysis, as well as the semantic analysis, as one of the algorithmic
approaches may be used to detect key words of the text. They reflect the specificity of the
text, enable one to determine its theme. In order to define them, one must take into account
the semantic proximity of words by their meanings. The solution to this problem allows to
build the scale of distances between words in the text. An algorithm of E. L. Ginzburg may
be used for its construction [5].

To solve the problem of the semantic analysis, it is necessary to:
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—  develop the methods of processing the original text and making the frequency
vocabulary;

— develop a filter to screen out the words that are specific to natural language as a
whole;

— automate the selection of the keywords.

Known algorithms for keyword selection are divided into two groups: intertext filtering
(based on the use of the frequency characteristics of a certain set of texts) and internal
textual filtering (using frequency information within a text).

Algorithm for detecting the context [5] may have the following stages:

— definition of an absolute and relative frequencies of each word forms;

— search for parts of the text that contain specific word,;

— definition of an absolute and relative frequencies for text parts identified in the
previous step;

—  comparison of the relative frequencies specified in the first and the previous step.
If the relative frequency determined in the first step is smaller, then the word form belongs
to the semantic field of the word.

In order to create word forms, it is possible to use a morphological dictionary.

As a result of the semantic analysis, a semantic network lays the basis for a framework
for knowledge representation in the form of nodes connected by arcs (links). Properties of
the resulting semantic network are:

—  nodes represent concepts, objects, events, states;

— arc semantic links provide relation between the nodes - the concepts (the ratio can
be of different types);

—  some relation between nodes are linguistic, spatial, temporal, logical, etc.;

—  concepts are organized into levels according to the degree of generality.

Thus, in the result of the text analysis the information ("knowledge™) as a network of
basic concepts and relationships of the weights is automatically extracted. As a meaningful
"portrait" of the text during the further comparison, not only a list of keywords is
considered, but also the network of concepts, which is, by implication, a "reflection” of the
text content. Each concept has a weight that reflects the importance of this concept in the
text. Relations between concepts also have weight quotients.

Comparing semantic networks of the two texts allows for a comparison of their content.
Unlike previous approaches, this comparison enables a more reliable automated inspection
of the text responses given in a free-text form in natural language. Regardless of the
construction of sentences, presence of the additional judgments, minor quality
characteristics that can be present in the response, the main "content" in the form of
semantic network is defined from it. A similar procedure is carried out with the "model™ of
a correct answer. Comparison of two semantic networks (text and sample answers) allows
to assess reliably the degree of identity and as a result to put a valid mark.

Thus, in the test system the previous text comparison algorithm that was based on
review of available keywords and their order was replaced by a more "intelligent". The new
algorithm uses a semantic network building to highlight the "knowledge". Comparison of
texts is conducted by corresponding semantic networks. Using the new algorithm makes it
possible to improve significantly the accuracy in the system verification of the test textual
answers provided in a free form. Even with significant textual discrepancies (different
approach to the construction of sentences using synonyms for the basic concepts), but the
convergence of the content of texts, semantic networks that correspond to them are similar,
and a new "intelligent™ algorithm can properly evaluate it.

Utilization of the new algorithm with elements of "artificial intelligence” in terms of
building semantic networks will significantly improve testing efficiency of the system.
However, the developed thesaurus /vocabulary does not still cover all possible topics that
can be used in the tests (it only contains information about the relations between the
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concepts of the network theory). An improvement of the thesaurus /vocabulary in order to
expand the possible test topics is the goal of the future work.

Algorithms of the artificial intelligence learning of the automated knowledge control
system is based on the following algorithms: back propagation; study without a teacher;
training of Hopfield and Hamming’s networks.

Hopfield and Hamming’s networks allow easy and effective solution of the problem of
an incomplete and distorted information imaging. The low network capacity (the number of
stored images) is explained by the fact, that networks do not just memorize the images, but
allow their generalization, for example, via Hamming’s network it is possible to classify
them by maximum likelihood criterion [6-8]. However, the ease of these software and
hardware models’ construction make these networks attractive for many applications.

Thus, the paper presents an algorithm that can be used for the evaluation of text
responses during computer testing. For a fuzzy comparison of individual words in response
algorithm, Lowenstein’s metric is used, but to improve the efficiency of verification,
additionally a structure analysis of the sentences is conducted.

Conclusions of the research and recommendations for further scientific research.
Models of artificial intelligence to compare textual information in content are used on the
stages of semantic and pragmatic analysis. A semantic analysis forms the basis of semantic
network - a framework for knowledge representation in the form of nodes connected by
arcs (links). In the pragmatic analysis, it is determined whether a response belongs to a
particular subject area. These stages are proposed for implementation through the use of
neural networks. The advantage of wusing neural networks is versatility.
The permanent structure for the neural network can be adapted (trained) to compare texts
from various subject areas.

In contrast to the known methods of semantic and pragmatic analysis, algorithms based
on artificial intelligence models will provide more opportunities to inspect automated text
responses given in the free text form in natural language with greater certainty. Regardless
of the construction of sentences, presence of additional judgments, minor quality
characteristics that can be present in the response and the sample, there is allocated the
main "content™ in the form of semantic network. Comparison of two semantic networks
(text and sample answers) provide a reliable assessment of the degree of identity and, as a
result, put a valid mark.

Algorithms of the artificial intelligence learning of the automated knowledge control
system are based on the following algorithms: back propagation; study without a teacher;
training of Hopfield and Hamming’s networks.

Experimental verification showed reasonable efficiency of the proposed algorithm when
checking test questions, answers to which are given in a free form.

BUKOPUCTAHHSA MOJEJEM IITYYHOI'O IHTEJIEKTY JJISI HOPIBHSIHHS
TEKCTOBOI IH®OPMALIIII 3A 3MICTOM

0. I. Komapnuyvka

Hayionanvna axademis [lepowcasnoi npuxopoounoi caycou Yxpainu im. B. Xmenvnuyvkoeo,
eyn. T. lllesuenxa,46, m. Xmenonuyvxui, 29003, Vrpaina

Pospobneno modeni wimyunozo inmenekmy OJisi NOPIGHHH MeKcmosoi inghopmayii 3a 3micmom,
AKI 3ACMOCOGYIOMbCA HA emanax CeMaHmuyHo20 ma npazmamuinozo aunanizy. OcHosHuti «3micmy
8i0n06idi npedcmagneno y 6uenadi cemawmuunoi mepedici. Ha e6iominy 6i0 6idomux memooie
CeMAHMU4HO20 1 NPazMamuyHo20 aHanisy, po3poobieHi aneopummu Ha OCHOGI Mooenell WMy4HO20
iHmenexmy HadagamMuMyms MONCIUBOCMI 3 DIILULOIO OOCTHOBIPHICIIO ABIMOMAMUZ0EAHO NPOBOOUU
nepesipKy 8ionosioel, HAOaHUX 8 O0BLIbHIN MEeKCMOEill opmi HA NPUPOOHILL MOSI.

Kniouogi cnoea: ananiz, ancopumm, epamamuxa, JAeKCUYHA — OOUHUYS,  MOPPONO2Id,
Hetipomepedica, NpasMamuxa, npupooOHa Mo6d, Cl080, CUHMAKCUC, CEMAHMUKA, TMEKCM.
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