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MODALITATI DE SOLUTIONARE A JOCURILOR BIMATRICEALE INFORMATIONAL
EXTINSE

In acest articol sunt analizate diferite moduri de solutionare a jocurilor bimatriceale in informatie completa
si perfectd. Informatia perfectd permite jucitorilor sa utilizeze strategii informational extinse. Se analizeaza
solutii de tip Nash i Bayes-Nash pentru jocuri in strategii informational extinse.

Cuvinte cheie: jocuri noncooperatiste, functii de utilitate, multime de strategii, joc informational extins,
echilibru de tip Bayes-Nash.

1 Bimatrix informational extended games

We consider the informational non extended bimatrix game in the strategic form
r=(,J,A B), (1.1)

where I = {1,2,..,n} is the line index set (the set of strategies of the player 1), J = {1,2,..,m} is the
column index set (the set of strategies of the player 2) and A = Ha”||z§], B = waHzg}] are the payoff
matrices of player 1 and player 2, respectively. All players know exactly the payoff matrices and the
sets of strategies. Players maximize their payoffs. So the game is in complete information (the
players know exactly the normal form of the game). We assign to players an additional characteristic
which we call an informational type of the payer [1,2]. More exactly, we say that the player 1 is
of the "2 — 1 informational type" and respectively, the player 2 is of the "1 — 2 informational
type" if the player 1 (respectively player 2) knows the precise value of the strategy which will be
chosen by the player 2 (respectively by the player 1). These conditions stipulate that we can analyze
the informational extension of the game generated by a double-sided informational flow, denoted by
1 = 2. It means the player 1 knows exactly the value of the strategy chosen by the player 2, as well
as, simultaneously, the player 2 knows exactly the value of the strategy chosen by the player 1. So the
game (1.1) is in perfect information over the sets of pure strategies.

The conditions described above stipulate that we can use the set of informational extended strate-
gies of the player 1 (respectively 2) which is the set of the functions ©1 = {6¢ :J — I} L, and,

respectively Oy = {95 I —J };2 L It is easy to see that sr; = n" and 5 = m"™. Thus, the informa-
tional extended strategies of the player 1 are the functions 67 such that, for all j € J, there is i el
such that 6 (5) = i7 and it means the following: the player 1 will choose the line i} € I if the player
2 will choose the column j € J. Respectively, the informational extended strategies of the player 2 are
functions «95 such that, for all ¢ € I, there is jf € J such that Qg (i) = jf and it means the following:
the player 2 will choose the column jf € J if the player 1 will choose the line ¢ € I.

It should be mentioned that the players do not know the informational type of each other. In

other words, the players do not know the informational extended strategies of each others and from



this point of view we can consider that the game is in imperfect information structure over the
sets of the informational extended strategies.

Denote by Game (1 < 2) the bimatrix game in the informational extended strategies, described

inf
above. Remark that the notation Game [ 1 < 2 ) does not represent the normal form. This game
is in imperfect information on the set of informational extended strategies, but because we do not
know yet the normal form, we can not say if this game is in complete or incomplete information.
inf

The quantification of information in the games of type Game [ 1 < 2 | is done by means of functions
which represent informational extended strategies. We can use the following approach to solve the
informational extended game Game (1 < 2).

2 Solving the informational extended game by means of the normal
form

Denote by
grot = {(ig)ije Li=id =07 ()}, 905 {(ig) i€ Lj=j) =05 ()}

the graphs of the informational extended strategies 67 and 95 . It is clear that grf{ (respectively gr@’g )
is the set of the informational non extended strategy profiles generated by the informational extended
strategy 6{ (respectively 95)

According to [3] we can construct the normal form of the informational extended game, denoted
by

'1s2)=(,01,05,A(152),B(152) (2.1)
where the payoff matrices of the player 1is A (1= 2) = ||aa,3||§j’772, for
max aij if gro¢ g7’9§ + &,
ap = { (L)E[9r05 Ngrof] (2.2)
—00 if gro1(\grfs = 2,
and of the player 2 is B (15 2) = Hbaﬁﬂij’iﬁ, for
max bij if grof gr&’g #+ O,
bap = { (i)€[groy Ngrof] (2.3)
—00 if gro1(gros = 9.

The game I' (1 < 2) is one in complete information because the players known exactly theirs pay-
off matrices and in imperfect information because the players do not know what kind of informational
extended strategy will be chosen by each others.

Finally, to determine the Nash equilibrium profiles in the bimatrix informational extended game
of type I' (1 = 2) we have to do the following steps:

e construct the sets of the informational extended strategies of the players, i.e. ©1 = {0 : J — I},
and@2:{9§:I—>J} ’ ;
p=1

e determine the sets of all non informational extended strategy profiles generated by the informa-
tional extended strategies 67 and 95 , i.e. grof, greg and intersection grf{ N greg ;



e construct the payoff matrices A (1 < 2) and B (1 < 2) according to the relations (2.2)-(2.3);

e using existent algorithms, to determine the Nash equilibrium profile in the bimatrix game with
the matrices A (1< 2) and B (1 < 2) from (2.2)-(2.3).

In the following example we illustrate the described above methods (see [3]).

Example 2.1 We construct the normal form of the ”1 = 27 informational extended game and deter-

mine the Nash equilibrium profiles in the following bimatriz game A = <2 ,i ;1) , B= (2 g ;) .

Solution. The Nash equilibrium profile in the bimatrix game with informational non extended
strategies is (2,1). The set of the informational extended strategies of the player 1 is

@12{%0%26J=L&ﬁ61h4@wmm 01(j) = 1 Vj = 1,2,3; 63(j) = 2 Vj = 1,2,3;
1ifj=1,2 1ifj=1,3 1if j =2,3 lifj=1

37\ J y4y  ndr\ J S Y WA N J Y J=1,

%U)_{Qﬁj:& %O)_{2ﬁj:1 %U)_{2ﬁj:L %0)_{2ﬁj21&

07(5) = { ; i? z ?’3 03(5) = { ; ﬁj Z ?’2. The set of the informational extended strategies

of the player 2 is Oy = {95 (i)y=47i=1,2,7" € J} e where 03(i) = 1 Vi = 1,2; 63(i) = 2

Wi = 1,2 63(i) = 3 Vi = 1,2 03(i) = { Lili =1, ps iy = { LIEi=2, ey { Lifi=1,

2ifi=2, 2ifi=1, 3ifi=2,
7.4 lifi=2, o . [ 2ifi=1 o . [ 3ifi=1, .

05(i) = { 3ifi—1, 05(i) = 3ifi—2 05(i) = 9 ifi—9 To determine payoffs of the play-
ers, in the following table we represent the graph intersections gré{ () grﬁg fora=1,8and 3=1,9:
N [ 905 | gr03 | gr63 | gr85 | gr03 | gr65 | gr65 | gr63 | gr63
gror | (L) (L) [ (L,3) | LY | (1L,2) | (LY | (1,3) | (1,2) | (L,3)
gro? | (21 1 (2,2) [ (23) ] (22) | 2,1 | (23 | 21 | (23) | (22

3 (17 1) (17 2)
4 (17 1) (1’ 3)
g?”91 (171) (272) (1a3) (272) ) (171) (173) ) (272)
5 (1,2) (1,3)
oo} | 1) |12 )| e || e | ) | G |
6 (1,1) (1,1)
7 (17 2) (17 2)
8 (17 3) (17 3)

Using this table and relations (2.2)-(2.3) we can construct the payoff matrices of the player and
finally obtain the following bimatrix game with elements type (aqg,bas) :

(3,00 (5,5) (4,1) (3,0) (55 (3,00 (4,1) (55) (4,1)

(6,4 (7.3) (2,2) (7,3) (6,4) (2,2) (6,4) (2,2) (7.3

(3,00 (5,5) (2,2) (3,00 (55 (3,2) (-00) (3,5) (—00)

(3.0) @3 @) (T3 (-0o) (3:0) @1 () (1.3 -
(6,4) (5,5 (41) (-o0) (7,5) (-o0) (6,4) (55 (4,1) '
(3,0) (7,3) (2,2) (7.3) (-o0) (3,2) (-o0) (2,2) (7,3)

(6,4) (7,5) (4,2) (-o0) (6,5) (2,2) (6,4) (55 (-o0)



where (—o0) denote (—o0, —00).
inf
Below it is shown the accordance between Nash equilibrium profiles in the bimatrix game I' [ 1 & 2)

with matrices from (2.4) and, in the square brackets, profiles in the non informational extended game
I’ from (1.1), that are generated by the respectively informational extended strategies:

NE [F (1 . 2)] = {(61,05) [(1,2)], (62, 08) (2, 1), (62.03) [(2. D). (62, 63) [(2,2)], (6% 04) [(2. 2],

Eg‘; ggg o Egg g% oo EZB gég " 2;}»} (6, 03) (2. 2)), (61, 02) [(2. 2)], (01, 03) [(1, 2)]
1,02) [(1,2)], (67,03) [(2,1)], (07,05) [(2,1)]} .

3 Solving the informational extended game by means of the infor-
mational non extended game

We can describe the informational extended strategies in bimatrix game as follows: to all informational
extended strategies 67, respectively 05 , we put in correspondence a set

= {i¢:i% e I,Vj=T,m} and J’= {jf il € J,w:m}.

So, for all j € J, 07(j) = if € I* and for all i € I, 95(2) = jiﬁ € JP. Denote by grég =
{(j,Z]a) = (zf,]) 1JE€Jif € IC“} and gr@ﬁ = {(i,j/j) = (jﬁ z) NS I,jf € Jﬂ} the sets of the infor-

7 i
mational non extended strategy profiles of the player 1, respectively 2, generated by the informational
extended strategies 67 and 05 , respectively. Denote by

dif I = {i?‘ € 1% #i2 Vi, k € J,j # k} and difJ? = {jf e g8 0 £ ilvireli ;ér}. Then
the set difI®, respectively difJ?, is the set of informational non extended strategies of the player 1,

respectively 2, generated by the informational extended strategies 8¢, respectively 05 .Here a =1,n™
and 5 = 1,m". Using these notations, we can represent the informational extended strategies 67,

respectively 9’5, by the cortege Z¢ = (zf‘,zg,,z?,z%) where: z?‘ € I V5 = 1,m, respectively

Jb = (jf,jg,...,jﬁ ...jﬁ) , where j7 € J8. Vi = T,n.

70

Now, according to [4], we can construct the normal form of the bimatrix game
r( ?,95) - <I, J, Aa,B'B>, (3.1)

that is an informational non extended game generated by the informational extended strategies

( ‘f‘,@g). Here A% = ||ai?jf||g6€}], Bf = ||b1?];3||56€}], i € 1%, jiﬁ € JP. The game F(G?,Gg) is

played as follows: independently and simultaneously each player k£ = 1,2 chooses the informational
non extended strategy ¢ € I, j € J after that players 1 and 2 calculate the value of the informational
extended strategies i = 607(j) and j; = 05 (1), and further each player calculates the payoff values
Qo6 biqj@, and with this the game is finished. It is clear that for all strategy profiles (i,7) in the

Y5 Ji jJi
game I' = (I, J, A, B) from (1.1) the following realization (z?‘ = 9?(]’),]’? = 95 (z)) in terms of the in-
formational extended strategies will correspond. The game (3.1) is the bimatrix game with complete
and imperfect information over the set of informational non extended strategies I, J.
Finally, to determine the Nash equilibrium profiles in the bimatrix game of type I' < %, 05 ) defined

in (3.1) we have to the following steps:

e using the "combinatorial algorithm" construct the corteges Z¢, J7, for all «, 3;



. jed jed

e for all fixed «, 3, construct the payoff matrices A% = Hai?jigﬂgé , BA = Hbi?jiﬁwee[ ;

e using existent algorithms determine the set NE (AO‘,BB) of Nash equilibrium profiles in the
bimatrix game with the matrices A% and BP.

We illustrate the described above method in the following example:

Example 3.1 We consider the bimatrix game H; = 2 ? g) , Hy = (2 g ;

normal form of the game generated by the informational extended strategies.

) and construct the

Solution. Consider the sets of the informational extended strategies from the Example 2.1. The
corteges 7@ and TP are:

e for player 1: 0} = 7' = (1,1,1); 62 = 72 =(2,2,2); 603 = 7% = (1,1,2) ; 0] = T* = (1,2,1);
03 =7°=(2,1,1) ;65 =76 = (1,2,2); 0T = 77 = (2,1,2) ; 63 = 78 = (2,2,1);

o for player 2 : 03 = J' = (1,1); 63 = J> = (2,2); 63 = J> = (3,3); 0, = J* = (1,2);
0= 7°=(2,1);65 == (1,3); 03 = J" = (7)08:58 (2, )9":&59 (3,2).

So, we can construct the all amount, equal to 72, of the informational non extended game gener-
ated by all informational extended strategy profile ( % 05 ) :

1 3 33 1 {0 0 0\\.

I (01,03) = <IJA <3 3 3>,B _<0 0 0>>,
2 1 5 5 b 2 5 5 5 .

I (601,03) = <IJA (5 . 5),3 _<5 5 5)>
13y 1 (4 4 4 3 (1 1 1\\

r(03,08) = <I,J,A3:(§ ; g),B‘*:(g . §>>;
r(63,03) = <I,J,A3:(g ; g),B5:(8 ; i>>;
I (67,05) = <I,J,A4:<§ (; ;’),34:(2 g g)>
I (67,65 = <I,J,A4:<§ g g>,35:<g i g>>
I (6%,05) = <1, J, A8 = (; >;
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4 Bayes-Nash solutions in the bimatrix informational extended games

As was mentioned in the section "Solving the informational extended game by means of the informa-
tional non extended game" any strategy profile (6¢, 95 ) in informational extended strategies generates
a couple of matrices, which represent the utility of the players in informational non extended strategies

< B=1,k2
J J .
{A(O‘7ﬁ):||az?Jf||ze€[7B(aaﬁ):||blél]l@”ge€[7 ?Glaajz GJB} .

a=1,k1

So as the players do not know what informational extended strategies are chosen by their partners,
each player will have a possible set of utility matrices. This type of games is one in incomplete
information because neither player 1 nor player 2 knows exactly which matrix from the mentioned
set of matrices will be his utility.

Finally, the game Game (1 = 2) of imperfect information on the set of informational extended
strategies, generates an incomplete information game on the set of informational non extended strate-
gies. So we study the following two person game: the strategies of the player 1 are I = {1,2,...,n}
and of the player 2 are J = {1,2,...,m}; the payoﬂ matrix of the player 1 is one of the matrices from

=1,ko
the set {A(a,ﬁ) = ||al.ajg||f€€}], i € IO‘,jZ € Jﬁ} and the payoff matrix of the player 2 is one of
jJi a=1,k1
. icJ . 5:1772
the matrices from the set {B(a,ﬂ) = HbiajﬁHze[v S Io‘,jl € J'B} .
JJi a=1,k1
When, using the informational extended strategies, the matrices A ( % 05 ) and B ( % 05 ) were
' ' _ jeJ B |77 jeJ Y
already built, we use the following notations: Ha,(, 3 = ‘ a;; and ||b., .5 = ||b;; for
57 llier T llier i llier T llier
all @ = 1,k1 and 8 = 1, ke, so we have a bimatrix game where the utility is determined by a set of
matrices:
(all’b ) (a’ljabaﬁ) (alm,b )
AB@.f)= | (a ?f,b?f) o (a ?ﬂb?f) o (a f‘ﬁabf‘,ﬁ)
<anm7ba,3> < 3]6,1)3]6) <anm7baﬁ>

for a = 1,k; and B = 1, ke and the set of strategies are I and J. Every player knows that the utilities

jeg P=Llr2
} , but they do not know

are determined by the set of matrices { = H( a;; by ) -
S

a=1,k1
which matrix from this set will be used.

So, the game Game (1 < 2) of imperfect information on the set of informational extended strategies
generates the following normal form incomplete information game
‘ } . (4.1)
el a=Tm1

N N Ry

We call an agent Bayesian rational (or say that he has subjective expected utility preferences) if

(i) In settings with uncertainty he forms beliefs describing the probabilities of all relevant events;
(i) When making decisions, he acts to maximize his expected utility given by his beliefs;

(iii) After receiving new information, he updates his beliefs by taking conditional probabilities when-
ever possible.



In the game theory, it is standard to begin analyses with the assumption that players are Bayesian
rational.

The way to modelling this situation of asymmetric or incomplete informations by recurring to
an idea generated by Harsanyi(1967). The key is to introduce a move by the Nature, which transforms
the uncertainty by converting an incomplete information problem into an imperfect information
problem. The idea is that the Nature moves determining player’s types, a concept that embodies all
the relevant private information about them (such as payoffs, preferences, beliefs about other players,
etc.). Harsanyi described a game as having incomplete information when the players are uncertain
about each other’s types.

According to [6] we can construct the bimatrix Bayesian game for the bimatrix incomplete infor-
mation game I' from (4.1) that consists of the following.

1.
2.

3.

A set of players {1,2};

A set of possible actions for each player: for player 1 is I = {1,2,..,n}, the line index, and for
player 2 is J = {1,2,..,m}, the column index;

A set of possible types for each player that coincides with the set of informational extended
strategies of that player, namely ©; = {6{ :J — I};L, for player 1 and respectively Oy =
{9’3 I — J}m_l for the player 2. So the types of the player 1 are Ay = {a =1, ..., 511} and of

the player 2 are Ay = {f = 1,...,250}. Only player 1(player 2) knows his type « (type ) when
play begins.

A probability function that specifies, for each possible type of each player, a probability distri-
bution over the other player’s possible types, describing what each type of each player would
believe about the other players’ types p : A1 — Q(A2), ¢ : Ay — Q(A;),where Q(Ay) (respec-
tively Q(A7)) denotes the set of all probability distributions on a set Ay (respectively Ag). The
function p (respectively ¢) summarizes what player 1 (respectively player 2), given his type,

believes about the types of the other players. So, p(8|a) = p(ﬂ(ﬂ)oz) (Bayes’Rule) (respectively
p(a
_gqanp), . . s , .
q(alp) = W) is the conditional probability assigned to the type 8 € As (respectively

a € A1) when the type of the player 1 is « (respectively of the player 2 is ().

. Combining actions and types for each player it is possible to construct the strategies. Strategies

will be given by a mapping from the type space to the action space. In other words, a strategy
may assign different actions to different types. The sets of pure strategies of the players (line
and columns) will depend on the type of the players (or, in other words, on what informational
extended strategy will chose the players). So, in this way, we will construct the strategies of
the players. If player 1 is of type @ € A; and player 1 knows that the type of the player 2
may be an element from the set Ay = {f =1, ..., 35}, and because the utility matrix elements
also depend on the type S of player 2, then the set of matrices that represent his utility is
{A(a,ﬁ) = ‘ af;BHij} . We will denote the pure strategy of player 1 by i = 019218 Txy
and it has the following rii?aning: the player will chose the line iy € I if § = 1, namely line
i1 from the utility matrix A(«, 1) and line io € I if § = 2 and so on, line i, € I if § = ko.
Then the set of all pure strategy of player 1 will be determined by the set of all corteges of type
11%92...18...15, for all ig € I and will be denoted by f(oz). In his turn, if player 2 is of type 5 € Aq
and he knows that the type of player 1 may be an element from the set Ay = {a = 1,..., 501},
and because the utility matrix elements depend also on the type a of player 1, then the set
jeJ
b0 )

of matrices that represent his utility is {B (o, B) = } . By the same way we will
a=1k1

el

denote the pure strategy of player 2 by ] = j1J2---Ja---Jry and it has the following meaning: the



player will chose column j; € J if @ = 1, namely column j; from utility matrix B(1,5) and
column jp € J if @ = 2 and so on he will chose column j,, € J if & = k;. Then the set of all
pure strategy of player 2 will be determined by the set of all corteges of type jij2...ja---Ji, for
all jo € J and will be denoted by J(/5).

6. A payoff function specifies each player’s expected payoff matrices for every possible combination
of all player’s actions and types. Hence, if the player 1 of type a chooses the pure strategy
ie I( ), and the player 2 plays some strategy j € J(B) for all 5 € A,, then expected payoffs of
player 1 is the following matrix

JeJ(8)
Alo)= ’ et (4.2)
where ag = BGZAQ p(B/a) Zﬁﬁj Similarly, if player 2 of type 3 chooses the pure strategy J € J(ﬁ)
and the player 1 plays some strategy ie ( ) for all & € Ay, then expected payoffs of player 2
of type [ is s
Jed(B®)
B(8)= ) by iei(a) (4.3)
where b = 3 q(a|B)bZ£
a€A;
So we can introduce the following definition.
Definition 4.1 For the incomplete information game T from (4.1) the normal form game
Ppages = (11,2113, 4,B), (4.4)

whereI = |J I(a),J= | J() and the utility matrices are A = |A()][pen, and B = [B(B)| sen, -
acAq BEA2
is called the associated Bayesian game in the non informational extended strategies.

It is important to discuss a little bit each part of the definition above. Players types contain
all relevant information about certain player’s private characteristics of the informational extended
strategy to choose. The type a (respectively ) is only observed by player 1 (player 2), who uses this
information both to make decisions and to update his beliefs about the likelihood of opponents types
(using the conditional probability p(S8|a) (respectively g(«|3)). We still assume common knowledge of
the 1)-6) items, but we allow uncertainty about players’ preferences. Player’s (o, ) type determines
(a, B) payoffs matrices (A(a), B(5).

The games defined above are sometimes called Bayesian normal form games, since the drawing of
types is followed by a simultaneous move game. One can also define Bayesian extensive form games,
where the drawing of types is followed by an extensive form game.

Definition 4.2 (Bayesian Nash Equilibrium) The strategy profiles (i*,j*), i* € Ljeldis Bayes-
Nash equilibrium if we have

aj > ar forallie T,

bisj« = by; for allj € J.

Denote by BE [I'gayes| the set of all Bayes-Nash strategies profile of the game I'ggyes from (4.4).

Remark 4.1 The Bayesian Game I'payes (4-4) for all oo € Ay and f € Ay is a bimatriz game
where player 1 is of type a and player 2 is of type 5. The Bayese-Nash equilibria profile following
the Definition 4.2 will be found in the next way: we find the Nash equilibria profile for a bimatriz

game where the sets of strategies are the "extended sets" I= |J I(a), I = |J J(«) and the utility
acA BEA2
matrices are the "extended matrices” A = |[A(a)||,en, and B = [B(B)| sen, -



We will introduce the next definition.

Definition 4.3 For all fivred o € Ay and 8 € Ag the game subl'Boyes = <{1, 2}, I(), J(B), Ae), B(,@)>
will be called a subgame of the Bayesian game I'payes from (4.4).

According to [5], using the notion of "type-players", the subl'gqyes is the bimatrix game of the
type-player @ and of the type-player .

Example 4.1 The construction of the Bayesian game for the 2 x 3 bimatriz games in incomplete
information, generated by the informational extended strategies.

Solution. Consider a bimatrix game in incomplete information for which the utilities are:

o () (i) (g
OI,B)'_ af baﬂ af baﬂ af baﬂ
Qg1 5,091 Qg9 5, Va9 Qo3 , Vo3

The Bayesian game will contain the elements.

2)
b)
)
)

)

[§]

The set of players {1,2}.

The set of actions of the players I = {1,2}, J ={1,2,3}.

The set of types of the player 1 is A; = {a = 1,8} and of the player 2 is Ay = {8 =1,9}.
denote the type probability for player 1 by p(8|«), respectively g(«|f3) for player 2.

For any fixed o we introduce the notation igiy, for 3,7 € Aa, B # ~, which satisfies the
conditions: the player 1 will chose the line ig € I in case if the player 2 is of type 3, namely, the

af jeJ
a;;
J lier

utility of the player is the matrix ’ , and will chose the line ¢, € I if the player 2 is of type

JjeJ
a%VH ). Thus the set of pure strategies of
i€l

~ (namely, the utility of the player is the matrix ‘

the player 1is I(a) = {i = igiy : ig € I,iy € I,YB,y € Ag, B #~} = {1112,1122,2119,2:29} . In
the same way we will construct the strategies of the player 2. For any fixed 8 we will denote j,js
for a,§ € Ay, # J, which meaning is: the player 2 will chose the column j, € J if the player
jeJ
J' . and will chose the column
1€

1 is of type «, i.e. the utility of the player is the matrix Hb?jﬂ
JjeJ

. Thus the
~ ~ iel
set of pure strategies of the player 2 is J(8) = {j = jads : Ja € J,js € J,Va,0 € A1, # 0} =
{1112, 1129,2112, 2122, 1132, 3112, 2132, 3122, 3132} .

op
0!

js € J if the player 1 is of type 9, i.e. the utility of the player is the matrix

The players do not know the exact type of the partners and supply this lack of information

by the belief probabilities. Let A; = {a = 1,2} and Ay = {5 = 1,2}. Thus the player 1,

being of type «, will assume with the probability p(6 = 1|a) that he has the payoff matrice
aal aal aal aa2 aa2 aa2

< ai‘ll a‘l)‘zl a‘lfi and, with probabilities p(f = 2|a), the payoff matrice( a‘13‘12 a‘13‘22 a}‘g > .
21 @23 G323 21 G235 g3

Respectively, the player 2, being of type [3, will assume with the probability ¢(a = 1|5) that

N AR T _ .
he has the payoff matmce( b% bi% b%% and, with the probability ¢(a = 2|3), the payoff

N
matnce( b% b%}; b%% - We denote by Ei(af; ,af? ) = p(8 = 1a)all + p(8 = 2|a)ad?,
21 U2 Up3



By(b7,67%) = ala = 1B)b)% + qla = 2|B)b7;, for any i € I, j € J, a € Ay, B € Ay, the
average value if the player 1, respectively the player 2, knows the belief probabilities (or the
probabilities setted by the Nature). We will construct the utility matrices when the player 1 is
of type a and, at the same time, the player 2 is of type 8. Based on the facts mentioned above
we will obtain the next bimatrix game in which the utility of the players is described by the

following matrices with 4 lines and 9 columns:

What is the meaning, for example, of elements at the intersection of line 1125 and column 11397
Using the belief probabilities for types of the players, we get that player 1, being of type «,

al al al
11 @12 a13
al al al

will chose the line 4 = 1 from the matrix <
21 Q22 Q23

> (when the player 2 is of type

a2 a2
B8 = 1) and line i = 2 from the matrix aif afy ais when player 2 is of type 5 = 2),
a2 aa2 aa2
21 (22 423
and correspondingly, the player 2 being of type 5, will chose the column j = 1 from the matrix
18 .18 .18
< Z%k Z%% z%% (when the type of the player 1is @ = 1) and the column j = 3 in the matrix
3

28 128 28
( Z%k 2%% 2%% ) (when the type of the player 1 is o = 2), then the average value of the payoff

iNJ 11y 1129 211y 2129 1132
111y | B4 (alh alja> Eq <a1]a am) Ey (a‘l"jla,a?fa> Eq (a’fjla,a‘ffa> Eq <a‘f‘j1a af‘]ga)
Ala) =| 122 | By (ag).a52 ) | Bi (ag) 052 ) | B (a5) 082 ) | B (o) 052 ) | Ba (ag) 082
211y | By (th alja> Ey <a2]a a13a> By (aé"jla,af{‘fa> Ey (ag“jla,a?fa> Ey <a§j1a,a‘f‘j2a)
2129 (agjla a2ja> (%ga a%) Ey (agjla’agjza) £y (agjla’ a%gi) £ <a’%jla’ a%?a)
iNJg 3119 2139 3129 3132
1l | By (og) 052 ) | B (ogh,a52)) | B (agh,a52)) | Bu (ag).a52)
1125 | By <a1]a, %) B (aff}a,ag}a) B (a?]la,ag‘fa> B <a?j1a, gf) (4.5)
21y | Bi(ag) a2 ) | Bi (a5, 082 ) | B (agh a52) | B (a5, 082 )
2.2, | B (th a%> B (ag}a, g}) B (ag;a,agfa) B <a§‘j1a, agfa)
iNJ 11, 1129 2119 2129 1132
Lily | Eo < 3517@51) Ly <bi1§17bz2§2> Ly (bilf2’b?£1> Ly (b%§2vb?§2> K <2bifl7b?§3>
B(B) = 1129 | By <b}§17b?§1> Ly (bilflﬂb?fz> Ly (bz‘lfzvbifl) By <bz‘1§2vbz2§2> By (b3£1>b?§3)
2112 | B2 <bzlﬁﬁl7b?§)1> 12 <bi1§)17bz2§2> 12 <bi1§2’b12§1> 12 <b;§2,bf§2> 12 (bgfubz?f:a)
212y | By (bzlgﬁl’b?51> Ly <bi1517b22§2> Ly (bz‘lfzvbifl) By (bz‘lfzvb?f2> By (b3£1>b?§3)
iNJg 3119 2132 3129 3132
Lily | By (bzlgyb??l) Ly (511:276?53,) <2b1537 1,@2) By (53§3vb?§3>
1129 | Ey (@fg,ﬁ?ﬁ) Es (bzfzvb?ﬂ%) (biﬁ%,bf&) Es (53,53:5?53) (4.6)
2112 | Ep (b3§3’b?§1> Ly (51152717?53) By <bi1§3’b?£2> By (bzlfzs’b???,)
2122 (bzlﬁﬁy b?fl) (bzl,,ﬁzv bfﬁz&) (bzlfy b?fz) (511537 bzzf?,)




for the player 1 is F; (alj ,a2ja) =pB = 1|0z)a‘f‘]1cY + (B = 2|a)al 0‘2 and respectively, for the

player 2 is Fs (blfl,bffg)) =q(a= 1|5)bm +gq(a= 2|5)bz2§3'

Finally, for a =1,a =2, =1 and 8 = 2 we obtain:

A1) =

iNJ 1119 1129 2119 2129 1139
Iily El (anaau) El (an»an) El (a12,a12) (0127012) Ey (aﬂﬂﬁ)
1129 (all,a21) (a117a21) (127“22) (alzaam) £ ("JHW%)
2115 | B (a31,a1) | B (aji,a1f) | Ex (a3,a15) | Bi(ags,a3) | B (ag1, a1f)
212 (a21,a21) (‘1217@21) (a22,a22) (a22,a22) Ey (a%%,a%)
iNg 3119 2139 3129 3132

111y (a13, alS) (%2: a12) (a137 a13) (al?n a13)

1129 (‘1137 a23) (a12, a22) (a13v a23) (ali‘w a23)

211y (‘1237 (113) (a22, CL12) (a237 ‘113) (a23, a13)

2129 (%3’ a23) Ly (azza a22) (%37 a23) (%3’ 023)

iNJ 1119 1129 2119 2129 1139
Lily | By (alla aﬁ) (%27‘112) (alla all) (a12’ a12) (%37“13)
L2, | By (aﬂ, a%%) (‘1127@22) (a11> a21) (alza a22) (‘1137@23)
2113 | By (a%%, aﬁ) (a22, a12) (a217 all) (a22, a12) (a23,a13)
212, | Ey (a%%, a%%) (a22, CL22) (%17 a21) (a22, a22) (a23, a23)
iNJ 31lo 2139 3129 3132

1i1o (alla all) (‘1137 ‘113) (a12, al?) (‘1137 a13)

1129 (aua a21) (a13, a23) (a127 a22) (a13, a23)

211y (a21, 011) (a23’ a13) (0227 a12) (%37 a13)

212, (a21, a21) (%3’ CL23) (%27 a22) (a23, %3)

NG 1119 1129 2119 2129 1139
Lily Ez(bﬂ,b”) 2 (bi1,b%5) | B (b1, bty) | B (bip, b15) | B (abyy, bis)
112y | B (byy, b7y) | B (byy, b75) Ez(b%%vbﬂ) E2(b%%,b%%) Ey (by, b73)
211y | B (byy, 031) | E (bay,03,) | Ea (bap, b31) | Fa (a3, b3;) | Ea (a1, b33)
2129 | By (b3, b31) g(bﬁ,bgé) Es (b33, b31) | Ea (b33, b33) | Fo (b31,033)
iNJ 3119 2139 3129 3139

Ity | By (0. 571) | B (WL 078) | E (b1 W7L) | s (BJL. )

N A ARG NG GAREAGHT)

A EACANEAC NEACIGAREAC )

22 | By (b11.031) | o (b35.030) | B (b1, 030) | B (b1, 021)




iNJ 1112 1122 2112 2122 1139
i1y | B (bif, byY) | B (by7,b73) | B (by3,b77) | Eb (bi3,b73) | E (2b17,bi3)
BO) = 12| B (R8) | B (04.08) Ez(m,bz;) Ez(22,bz§2) Ey (b32,133)
311y | B (WR0) | B (0 0) | s (DA%} | s (VB.033) | oy (2,072)
22 | By (W2.030) | B (W.03) | o (B3 020) | o (b13.030) | o (05020
iNJ 311 2139 3122 3132
111y | Eo (b13,077) | B2 (b3, 033) ( bi3,b013) | B2 (b13,033)
112, E (5237522) £y (b227522) (b%’bm) (b23,b22)
211 [ By (b3, 037) | Bo (b5, 015) | B (bi3, b73) | By (by5. bf5)
2125 | B (b33, 057) | B (033, 033) | B2 (b33,033) | B2 (b93, b33)
So,the normal form of the Bayesian game from (4.4) is

pages = ({1,2LT=Tla=1)UT(a=2),J =J(B=1)UI@E=1),
A=[lAla=1),Ala =1, B=|B(5=1),B(E=2)[).

Bimatrix games (A(1), B(1)), (A(1), B(2)), (A(2),B(1)) and (A(2), B(2)) are subgames of the
constructed above Bayesian game.
As a particular case we will examine the next example. We consider the following bimatrix game

H, = <2 ? ;l> , Ho = (2 g ;) for which we construct the normal form of the Bayesian game associ-
ated to the informational extended game.

For example, suppose that the informational extended strategies of the player 1 are 9%(]’) =

{ Lifj=1,2 ,02(5) = { Lifj = 1 3 and respectively, for the player 2 are 63(i) = Lifi=1

2if 5 =3 2if 5 = 2ifi=2 "
03(i) = { ; 1: z i . Using the notations from Example 2.1 or 3.1, we have 01(5) = 03(j), 62(j) =

01(7), 03(0) = 65(i), 63(i) = 65(0).

As mentioned above, the informational extended strategies {0%, 62,63, 9%} generate an incomplete
information game in which the payoff matrix may be one of the following matrices (one in which the
utility of the players is determined by one of the matrix bellow):

1 pl ( 6) 4—) 2 pnl (37 0)
AB (01,62) = < 7,3)> - AB(01.02) = ((5,5)
7,3) (5,5)

1 p2 2 2
We will construct the Bayesian game for the game in incomplete and imperfect information over
the set of informational non extended strategies I, J from (4.7). The set of types of the player 1 is
a € Ay = {1,2} and of the player 2 is 5 € Ay = {1,2}. Let’s consider that the belief probabilities

pfor =1
l—pfor =2

(3,0)
(5,5) (5,
(5,5) (5,
3,0) (3

)

i i

0) (
) (
) (
) (

OOTOT

) )

of the types are: for the player 1 : p(8la) = { and for the player 2 : ¢(«a|B) =

{ 61] ﬁn;] ?or:; _9 0<p<1,0<qg<1 Thus we get a Bayesian game in which the utility functions
of the players, depending of their types, will be:
5—-2p 5—2p 5—2p 5—2p 5—-2p 6 3 6 6
N 3 3 3 3 3 6p 6-—3p 3+3p 6
Ala=1)= 5 5 5 5 5 7 5 7 7|
3+2p 3+2p 3+2p 3+2p 3+2p 64+p 3+2p 6+4+p 6+



0 4 0 4 0 4q 0 4 4q
_n_| 0 4 0 4 0 4 0 4 4q
B(g=1)= 5 3+2¢ 5 3+2¢ 5 5—q 5 3 5—2¢ |’
5 34+2¢ 5 34+2¢ 5 5—2¢ 5 3 5—2¢q
5—2p T7T—p 5—2p 7—p 5—2p 5—2p 5—2p 7T—p 5—2p
3 6 3 6 3 3 3 6 3
Ale=2)=1 3.9, 7 5 7-—4p 5 5 5 7 5 ’
3+2p 6+p 3+2p 34+2p 6+p 34+2p 3+2p 64+p 3+2p
5 3+2¢ 5 3+2¢ 5 5—2¢ 5 3 5—2q
v | 0 4—49 0 4—-4¢9 O 0 0 4—4q 0
B(f=2) = 5 34+2¢ 5 3+2¢ 5 5—2¢ 5 3 5—2q

0 4—4g 0 4—4¢ 0 0 0 4—4g 0

According to the Definition 4.2, we have (T*,]*) = (i745,7775) € NE (I'Bayes) in the game (4.5)-
(4.6), if for all ¢ € I,j € J the following conditions hold
E1 (i aigyy ) 2 Br aigpaiy )

21 22 21 22
En @iz iy ) = B\ @iy s )

By (bfi e, 03 ) > Ba (D, b

1917 7193 i1J1° Vig2 ) 0

By (b2.,02.) > By (012 b2

* ok * ok * *
12717 1202 1J17 "13]2

1
Let p=¢q = 3 then

44 444 6 3 6 6
. [ 33333 3 92 92 6
Al = D=5 5555 7 5 71 7 |

333 3 3 13/2 3 13/2 13/2
5 13/2 5 13/2 5 5 5 13/2 5
3 6 3 6 3 33 6 3
Ale = 2)=1| 3 . o 5 5 55 5 5 |°
3 13/2 3 3 13/2 3 3 13/2 3
04040 2 04 2
04040 2 04 2
B = 1)= 535 3509/2 535 |
53535 5 535
535355535
020200020
Bl = 2)=1453 535553 5
020200020

For all @ = 1,2 the set of best response strategies of the player 1 is Brq(1) = {1,3), Bri(2) =
{1,4}, Br1(3) = {1,3}, Bri(4) = {1}, Bri(5) = {4}, Br1(6) = {3}, Br1(7) = {2}, Br1(8) = {3},
Bri(9) = {3}. Respectively, for all § = 1,2 the set of best response strategies of the player 2 is
Bro(1) = {1,3,5,6,7,9}, Bra(2) = {2,4,8}, Bra(3) = {1,3,5,6,7,9}, Bra(4) = {1,3,5,6,7,9}. Thus,
the set of Bayese-Nash equilibrium profile is

BE [['Bayes) = {(1112, 1112), (1112, 2112), (2112, 1112), (2112, 2112), (2112, 3132) } .

Using given above constructions and the Harsanyi theorem [7], we get the following theorem.




Theorem 4.1 The strategy profile (i*,j*) is a Bayes-Nash equilibrium in the game I'payes from (4.4)
if and only if, for all a € Ay, B € Ag, the strategy profile (i*,j*) is a Nash equilibrium for the subgame

Subl gayes = ({1.2.1(a). 3(8), A(). B(3) )
Using the terms of the informational extended strategies, these theorem means the following.

Remark 4.2 If the player 1 chooses the information extended strategy 0 € ©1 (respectively, the
player 2 choose the information extended strategy Hg € O3) and assumes that the player 2, for all
B € As, will choose the information extended strategies 95 with the probability p (9'§|9?> (respectively,
the player 2 assumes that for all o € Ay, the player 1 will choose the information extended strategies
0% with the probability q (0?|0§ ) ), then the Nash equilibrium profiles of the bimatriz Bayesian game

with matrices A(a), B(B), for all a € Ay, B € Az, from (4.2)-(4.3) is the Bayes-Nash equilibria of the
bimatrixz informational extended game T from (4.1).

Finally, to determine Bayes-Nash equilibria profiles of the bimatrix incomplete information game

T = <{1,2},I, J, {AB(a,ﬂ) = H(G%’B,bf‘jﬁ) jeJ}le,K2

il a=1,k1

> from (4.1), we have to follow next steps:

e using the "combinatorial algorithm", we construct, for all o, 8, the corteges 7® and J#° that
represent the informational extended strategies 67 and 05 , respectively;

e construct the game of incomplete information on the set of information non extended strategies,
i.e. construct, for each player, the set of possible utility matrices

; ; B=1,k2
J J . .
{A(a) = HaZ;l]szee[ 73(5) = HbigﬂtjlﬁH‘Zee] 72? € Ia:]iﬁ € Jﬁ}

)

a=1,k1

o for all o € Ay, 5 € Ay, construct the "belief probabilities" p (05]9({‘) and ¢ («9‘1"|9’g>;

e generate the sets {T(oz)} ,{j(ﬂ)} of pure strategies for Bayesian game which corre-
aE; BEA

spond to the game f‘;

e for all fixed a € A; and 3 € Ag, construct the payoff matrices A(«) from (4.2) and B(5) from
(4.3);

e using the existent algorithms, determine for all a € A, § € Ay the set of Nash equilibrium
profiles in the bimatrix game <{1, 21 (), J(B), A(a), B(5)>

e using the theorem 4.1,construct the set of all Bayes-Nash equilibria in the game I'ggyes from
(4.4).
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