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Abstract 
 
 

This paper describes a system to classify the off-line handwritten Hindi characters into 
several groups based on some similarity measure. A novel method is proposed for finding 
the header line, based on end points and pixels positions in the top half part of the 
character image. The algorithm works in the presence of slant of the header line. After the 
identification and removal of header line, all the characters are coarse classified. A new 
algorithm is designed for the identification of presence and position of vertical bar in the 
handwritten Hindi characters. A coarse classification rate of 97.25% has been achieved in 
the simulation study. 
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1. Introduction 
 

Off-line handwritten Hindi character recognition is one of the most difficult tasks of 
optical character recognition because of complex patterns, large number of classes 
involving basic characters and matras, different writing styles and sizes etc. It also 
requires a large amount of time as recognition module has three stages viz., pre-
processing, feature extraction and matching with the database. We adopt the divide-and-
conquer policy wherein a major category is divided into sub-categories thus making the 
classification process simpler. Accordingly we are inclined to develop a technique to 
divide a complete set of characters into some sub sets using a similarity measures.  

It may be noted that the classification of handwritten Hindi characters into sub-groups 
has been a challenging problem since the handwritten characters do not have a fixed size 
and shape. So they are quite different from the printed characters. In the case of printed 
characters, vertical bar occupies a single column whereas handwritten characters might 
occupy more than one column. Moreover the header line is never straight.  

Position of the header line in all the Hindi characters is same. So it can be removed 
from all the characters at the time of pre-processing. The position of the header line in 
printed words of Indian script is found in [3] using the horizontal pixel projection 
profiles. This technique does not work for the handwritten words in which the header line 
covers multiple rows instead of a single row as in the printed words. This is true of 
handwritten characters. A novel algorithm is developed for the identification and removal 
of header line from the handwritten Hindi characters. The algorithm takes care of slant in 
the header line. Finally, the coarse classification of the pre-processed characters is 
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attended by devising two algorithms which identify the vertical bar (presence and 
position) and presence of close loops in the characters. 

The rest of this paper is organized as follows: Section 2 describes the pre-processing of 
the characters. The algorithms for the coarse classification of characters are dealt with in 
Section 3. Section 4 presents the experimental results. Finally, conclusions are drawn in 
Section 5. 
  
2. Preprocessing 

 
The goals of preprocessing include the database collection, binarization and thinning of 

character images, and removal of header line from the characters. 
  
2.1 Database Collection 
 

Database creation is an important task for which we had used the services of 
undergraduate students over several lab sessions during their spare times. Each student is 
asked to 5 samples of a character set. Students are encouraged to write samples in varying 
styles. Table.1 shows the samples of handwritten Hindi characters collected from the 
students. 

 
Table 1. Samples of handwritten Hindi characters                                              

       

       

       

       

       

  
2.2 Identification and Removal of Header Line 
 

The input to the Pre-processor which pertains to the preprocessing stage is the 
handwritten character image. First of all binarization [4] of the image is undertaken. This 
operation results in an image containing two gray values: one for the background and the 
other for the character.  

To bring out the shape of the character image thinning is performed in [5]. Fig. 1 
shows a binarized and thinned character images. Next the header line of the thinned 
characters is removed using the Algorithm 1.                 

                                                                                                                                                                            

                                                                    
                                                             (a)                                (b) 
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Figure 1. (a) Original character image, (b) Binarized and thinned character image 
 
Algorithm 1:   Identification and Removal of Header Line 
 

The algorithm consists of the following steps: 
 

Step 1: Check whether the header line is connected to as follows. 
 

a) Pass the character image to the Contour Trace algorithm [6] to find the 
independent contours. 
 

b) If we get only one contour image as an outcome, it means that the header line 
is touching the character then exits from Step 1, else continue to Step 1c. 

 
c) In the case of more than one contour, we need to check the position, curvature 

and the number of end points [7] of the observed contour images. 
 
d) If the position of the contour lies in the top half of the image and the two end 

points indicate that the contour under consideration is a header line, then go 
to Step 2. 

 
Step 2: Find the number of end points in the top half part of the character image.  
 
Step 3: If there is only one end point then we scan the top half of the image vertically 

(top to bottom) for each column from the identified end point to the left side in 
order to capture the first black pixel (foreground pixel) positions (row and 
column) and go to Step 6. 

 
Step 4: In the case of more than one end point encountered, the right most and the left 

most end point positions in the top half part of the image have to be found. 
 
Step 5:  Scan the top half part of the image vertically (top to bottom) for each column 

from the position of the right most end point to the left most end point in order to 
capture the first black pixel positions (row and column).  The row positions of all 
the captured pixels are saved in an array. 

 
Step 6: Find the pixels belonging to the header line as follows: 
 

a) Take the pixels found in previous step and calculate the differences between the 
two adjacent pixels rows. 
 

b) If the difference is more than a threshold, it means that the pixels at the left 
side of the left side pixel under consideration belong to the character. 

 
c) The rest of the pixels (or the right side pixels of the right side pixel under 

consideration) belong to the header line if the condition in Step 6b is true. 
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d) The left side and right side pixels under consideration in Step 6a will be 
considered as a character and the header line pixels if the conditions in 6b and 
6c are true.  

 
e) The intensities of the header line pixels are converted into the background 

intensity as shown in Tables 2-5. 
 

Step 7: In some cases, certain pixels are common to both the character and the header 
line as shown in Table 5. If we remove the header line these common pixels of 
the character will also be removed. In this case the following operations are 
needed to reconstruct the character: 

 
a) Apply the Contour Trace algorithm on the resultant character image (after 

applying Steps 1 to 6). 
 

b) Check the number of contours. 
 
c) If the number of contour is the same as before the removal of header line then 

exit. Else continue to the next step.  
 
d) Find the positions of the pixels (from the segmented header line) that are part 

of the character and convert them into black as in Table 5.      
 

3. Coarse Classification 
 

At this stage of classification, we are concerned with the separation of pattern classes 
into several groups based on the similarity of characters as shown in Fig. 2. These groups 
can be classified according to the space between the components of the same character, 
presence and position of the vertical bar, presence of one or more than one closed loops. 

                                                           

Figure 2. Coarse classification sequence of Hindi handwritten characters 
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3. 1 Identification of  Non-Connected Characters 
 

To detect whether the character is connected or not, the position of the first black pixel 
(from the top left corner) of the character is passed onto the Contour Trace algorithm. The 
algorithm returns the first contour of the character as shown in Fig. 3(c). Then the total 
number of black pixels of the contour image is compared with that of the character image 
without the header line (shown in Fig. 3(b)). If the total number of pixels of the character 
image is greater than the total number of pixels of the contour then the components of the 
character under test are non-connected; otherwise the character is connected. 

 

                                                                                              

                           (a)                                                  (b)                                                      (c) 

Figure 3. (a) Original image of non-connected character, (b) Character image 
after removing header line   (c) Contour image 

 
 
3.2 Identification of End-bar, Middle-bar and Without-bar Characters  
 

An algorithm is developed to identify the vertical bar from the handwritten characters. The 
algorithm does not require prior slant correction and normalization. It works effectively in the 
presence of slant (in the vertical line) in a 3x3 window [6]. The approach given in [6] is not 
able to identify the exact pixel positions of a vertical bar whereas the proposed algorithm 
identifies the exact pixel positions of a vertical bar in the end-bar and middle-bar characters. 
 
 
Algorithm 2: 

The steps of the algorithm are out lined here: 
 

Step 1: Take a connected character image and divide it into two equal parts (Top half  
and Bottom half) from the middle row as shown in Fig. 4. 

 
 

                                   
Figure 4. Separation of character image into top and bottom half parts 
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Step 2: Represent the end points of both parts by numbers 1, 2 and 3 as shown in  
            Fig.4.   
 
Step 3: If any part does not have end points, it indicates that character under test is 

without a bar then end else continue to Step 4. 
 
Step 4: Find the end points at the right most position in both parts. Fig. 5 shows the right 

most end points for the top-half and bottom-half parts represented by 2 and 3. 
 

                                  
Figure 5. 2 and 3 points indicate the right most end points in the top and bottom 

half mage 
 

Step 5: Identify whether the end point lies at the left side (as shown in Fig. 6) from the 
end points (2 and 3) found in Step 4.  

 
 

                          I       

Figure 6. Partition of preprocessed character image (vertically) into two parts 
(Left-side and Right-side)  

 
Step 6: Divide the character image vertically at a position a few columns before the left side 

end point (segmentation point) as shown in Fig. 6.  
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Step 7: Scan the right side part horizontally (right to left) row wise in between the end points 
(2 and 3 shown in Fig. 6) from top to bottom and capture the first black pixel. The 
column positions for all the captured pixels are saved in an array. 

 
Step 8: Calculate the difference between the two adjacent pixel columns from the saved pixel 

columns from the previous step. 
 
Step 9: If all the scanned rows have black pixels and calculated difference in Step 8 is not 

more than a threshold; it means that the character under consideration has a vertical 
bar at the end position. Then the character is identified as an end-bar character and 
end else continue to the next step. 

 
Step 10: If all the scanned rows have black pixels and the calculated difference in Step 8 is 

more than a threshold; it means that the character under consideration has a vertical 
bar at the middle position. The character is identified as a middle-bar character and 
end else continue to the next step. 

 
Step 11: If all the scanned rows do not have black pixels then it means that the character 

under consideration is without a bar. 
 
3.3 Identification of Closed loop 
 
Algorithm 3: 

The algorithm consists of the following steps: 
 

Step 1:  Take the character with no header line and end bar (if present) and fill the closed area 
by black as shown in Fig. 7.                     

                    

                                                  

                                   Figure 7. Character image after filling the closed area 
 
Step 2: Apply the OR operator for the region between the filled image (shown in Fig. 8(b)) 

and the inverted preprocessed image (shown in Fig. 8(a)) to find the filled area as 
shown in Fig. 8(c). 

 

                                 
Figure 8. (a) Inverted character image, (b) Image after filling closed area and (c) 

Filtered image after applying OR operation between image (a) and (b) 
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Step 3:  Apply the Contour Trace algorithm onto the filtered image (shown in Fig. 8 (b)) and 
check whether the filtered image has any contour or not.  

 
Step 4: If there is no contour it means that the character under consideration has no closed 

loop and end; else it has a closed loop. 
 
Step 5: Check for the close loops and look for the independent contours. 
 
Step 6: If there is only one contour, it means that there is only one closed loop in the 

character; other wise there are two closed loops.   
 
4. Experimental Results 

 
 

Table 2. Header line not connected to the character 
     Character with Header Line     

Character after applying Algorithm 1  
 

   

 

Table 3. Header line not covering the whole character 
Character with Header  Line  

 
   

Character after applying Algorithm 1  
 

   

                            
Table 4. Header line covering the whole character 

Character with Header  Line  
 

   

Character after applying Algorithm 1  
 

   

                                    
Table 5.  Header line part of the character             

S. 
No. 

Character with Header 
Line 

Character after Applying 
Algorithm 1 up to step 6 

Character after Applying 
Step 7 of Algorithm 1 

1  
 

  

2  
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The database consists of 100 samples of each character written in different styles for 
ascertaining the effectiveness of the proposed coarse classification approach. Different fonts 
are considered while classifying the handwritten characters. The proposed algorithm achieves 
99% in the removal of header line. The coarse classification rate 98.5% is accomplished. The 
misclassification percentage for the set of handwritten Hindi characters is 2.5%. Samples of 
coarse classified characters are given in Table 6. Results of Algorithm 1 are in Table: 2-5. 

 
Table 6. Samples of coarse classifies characters 

 
 
Connected Characters 
 

                    

 
 
 
Non-Connected Characters 
 

         
 

                
 

                
  

 
 
End-bar Characters 
 

                
 

                
      

Middle-bar Characters 
      

 
Without-bar Characters 

                 
End-bar Characters with One Close Loop 
                       

 
End-bar Characters with Two Close Loops 
          

 
Without-bar Characters with Loop 
                   

 
       
Distortion cases:  
 
A few cases of distortion are discussed now.  
 
Algorithm 1: 
 
(i) The case of a header line with no end points is shown in Fig. 9. Only one end point is 
present in the top half part of the character image in Fig. (a). The proposed algorithm for the 
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identification of header line is not able to find the header line pixels as the algorithm finds 
detects the pixels that lie before the right most end point in the top half part. 

 

                                                                                     
                           (a)                               (b) 

Figure 9. (a) Binarized and thinned characters image, (b) Character image after 
applying header line algorithm 

                          

(ii) In this case all pixels of the header line cannot be found. This situation results from Step 6 
of Algorithm 1 that does not remove pixels if the difference between the two adjacent pixels 
column is more than a threshold value.  

 

                                                                                 

                                   (a)                               (b) 

Figure 10. (a) Binarized and thinned characters image, (b) Character image after 
applying header line algorithm 

     
Algorithm 2: 
 
(i) Some characters are identified as end-bar characters despite without a bar. According to 
Algorithm 2 a character will be identified as an end bar character if it satisfies the condition 
of Step 9. Character given in Fig. 11 satisfies the condition of Step 9, so it is detected as an 
end bar characters.            

       

                                                                                          

                                   (a)                              (b)                               (c) 

Figure 11. (a) Binarized and thinned characters image, (b) Character image after 
applying header line algorithm, (c) Character identified as an end-bar character 

 
(ii) The character (shown in Fig. 12) is identified as without bar character despite belonging 
to the character that has end-bar. This occurs because the condition given in Step 11 of 
Algorithm 2 is satisfied.   

 

                                                                                   

                                                  (a)                             (b)                           (c) 
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Figure 12. (a) Binarized and thinned characters image, (b) Character image after 
applying header line algorithm, (c) Character identified as a without bar character 
 
5. Conclusions 
  

This paper presents a system for the categorization of he complete handwritten Hindi 
character set into sub-groups based on some similarity measure. The coarse classification 
is based on the space present in between the components of the same character, position 
and presence of the vertical bar, presence of one or more closed loops. Header line is 
removed from the characters at the time of pre-processing in spite of having a slant(Top). 
A novel algorithm is developed for the identification and removal of header line from 
Hindi handwritten characters. An algorithm is developed for the identification of vertical 
bar. Experimental results demonstrate the effectiveness of the proposed algorithms.  
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