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Abstract: Supply chain performance evaluation for fresh
agricultural products is one of the key techniques and a
research hotspot in supply chain management and in fields
related. In order to overcome the deficiencies of traditional

models , a new fuzzy neural network algorithm for supply

chain performance evaluation of fresh agricultural products is
presented based on the analysis of present literatures in the
field. First the model structure of the presented algorithm is
designed and simplified combining the advantages of BP
neural network model and fuzzy comprehensive evaluation
model; secondly the presented algorithm is improved through
improving its calculation procedures and learning methods.
Finally the model is performed with the data from certain
supply chains of fresh agricultural products enterprises and
the experimental results show that the algorithm can improve
calculation efficiency and evaluation accuracy when used for
supply chain performance evaluation of fresh agricultural
products, practically.
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INTRODUCTION

Because fresh agricultural products are perishable and
difficult to store, during transportation and storage they are
often damaged and unable to achieve their value function
for all kinds of reasons, so that the enterprises participated
in the fresh agricultural product supply chain pay attention
to supply chain and its management model. They try to
use the minimal cost to optimize the process of production
to meet customers' demand. Supply chain performance
evaluation (SCPE) is used to evaluate and assess the
benefit and effect of supply chain implementation, which is
one of the key components of supply chain management.
Building a completed set of fresh agricultural product
supply chain performance evaluation metrics is conducive
to assess the competitiveness of fresh agricultural product
supply chain member enterprises as well as the
advantages and shortages of supply chain management.
So the supply chain performance evaluation has become a
research hotspot for researchers and enterprises related
[1].

There are mainly following methods used for the
overall evaluation of the performance of supply chain.®

Multi-hierarchy  comprehensive evaluation of fuzzy
mathematics, its principle is to firstly evaluate various
kinds of factors of the same thing, dividing into several big
factors according to certain attribute; Then carry out initial
hierarchical comprehensive evaluation on certain big
factors, and carry out high hierarchical comprehensive
evaluation on the result of initial hierarchical
comprehensive evaluation based on that. The key of
successful application lies in correctly specifying the factor
set of fuzzy evaluation and reasonably form fuzzy
evaluation matrix, obtaining evaluation result according to
matrix calculation result. Make use of fuzzy
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comprehensive evaluation method can obtain the value
grade of evaluated object or mutual precedence
relationship; however, the method requires to establish
appropriate evaluation matrix of evaluation object, which
will obtain different evaluation matrixes due to the non-
conformity of different experts, leading to the non-

conformity of final evaluation results[2]. @  Data

envelopment analysis (DEA), starting from the perspective
of relative efficiency, evaluates each decision-making unit,
and the indicators selected are only relied on input and
output. As it doesn’t rely on specific production function, it
is effective for dealing with the evaluation with various
kinds of input and output indicators, suitable for the
analysis of benefit, scale economy and industry dynamics.
But it is complicated in computational method, subject to

certain limitations in application[3]. ® Grey correlation

analysis is a multi-factor statistical analysis method, which
takes the sample data of each factor as basis to describe
the strength, size and order of relationship among factors
with Grey correlation; If the situation of change of two
factors reflected by sample data is relatively consistent,
they have relatively large correlation; otherwise, the
correlation is relatively small. The merits of this method lie
in that that it is intellectually clear, able to reduce the loss
caused by information asymmetry to a great extent and
less requires for data with less workload; however, its
main demerits are that it requires for human determination
of the optimal values of each indicator, it has strong
subjectivity and it is difficult to determine the optimal

values of some indicators[4].@ Analytic hierarchy process

(AHP) effectively combines qualitative analysis with
quantitative analysis, not only able to guarantee the
systematics and rationality of model, but also able to let
decision makers make full use of valuable experience and
judgment, so as to provide powerful decision-making
support for lots of regulatory decision making problems.
The method has such strengths as clear structure and
simple computation, but due to its strong subjective
judgment, the method also has shortcomings like low

evaluation accuracy[5] ; ®BP neural network method, the

method is adopted in the processing of uncertain
information. If the input mode is close to training sample,
the evaluation system is able to provide correct reasoning
conclusion. The method has such advantages as wide
applicability and high evaluation accuracy, but it also has
some disadvantages like easy to fall into local minimum in
the computation, low rate of convergence, and etc [6].

Supply chain performance evaluation is a dynamic
process and there are lots of factors influencing its quality,
and the influences of these factors are different; therefore,
it is difficult to express the evaluation results only with a
mathematical formula, which actually is a complicated,
non-linear comprehensive decision-making problem.
Hence, there is irrationality to adopt the above five
methods to carry out comprehensive evaluation of its
quality. So the paper tries to integrate the BP neural
network model and fuzzy comprehensive evaluation model
and advances a new fuzzy BP neural network algorithm
which can achieve the advantages and overcome the
deficiencies of the two models.

MATERIAL AND METHOD
Establishment of evaluation indicator system

As the supply chain of fresh agricultural products
needs to focus on quality safety and circulation efficiency,
meanwhile, trying to reduce the loss in the logistics
process, which is a special and complicated supply chain,
the similarity of general supply chain and the specialty of
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cold chain of fresh agricultural products shall be combined
to establish evaluation indicator system of performance.
Integrating the general idea of performance evaluation of
supply chain and performance evaluation of logistics
system, combining existing research literature, this paper
will, from such two aspects as evaluation of internal and
external performance, establish the evaluation indicator
system of the performance of supply chain of fresh
agricultural products, which includes 4 hierarchies, 2
categories, 6 second-grade indicators, 16 third-grade
indicators; see table 1 for details [7,8,9].
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Table 1/ #1

Evaluation indicator system of supply chain performance | 2/ ESH X IF O IS B R 5%

First-class Indicator /

— Rt

Target Hierarchy /
BHE

Second-class Indicator /

ZRE

Third-class Indicator/

=

External Performance /

HEBLER

Performance of Supply
Chain of Fresh

Customer Service Level /

BEREKF

Timeliness of Delivery / =58 7714

Accuracy of Delivery /= & /& #1

Security | 2%

Customer Dissatisfaction Rate /| Bi& T #EZE

Adaptability of Logistics
Service | YRS 1T

Applicability of Products //=43Z /&£

Applicability of Time / 47/5& /Gt

Applicability of Quantity /& ZAF 14

Integration of Logistics

Service | YIRS 1

Integration Level of Service | (REERXE

Intimacy of Cohesion /£5# 2

Agricultural Products /

KB da R REF S

Enterprise Input /
BARA

Assets Input / =& A

Personnel Expenditure /> A 3% H

Logistics Cost /4I5RBKA

Internal Performance /

BB

Internal Operation /

ABBESE

Informational Level /{5 87k

Resource Utilization /% 5 I f &

Logistics Operation / ¥5#iE 4

Enterprise Income /
BAKA

Cost Benefit /R A &

Business Growth Rate/il & 5

Profit Growth Rate/F/;E18 K%

Derivation of supply chain evaluation algorithm

- Network structure design of fuzzy neural
network: The fuzzy neural network structure adopted by
this paper is based on Takagi-Sugeno model, and the
network consists of antecedent network and consequent
network, in which the former is used to match the
antecedent of fuzzy rule and the latter is used to realize
the consequent of fuzzy rule. Network structure is as
shown in picture 1.
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Fig. 1 - The structure of the improved fuzzy BP neural network algorithm / St & #7842 M52 71
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(1) Antecedent Network: Antecedent network is
comprised of 4 layers. The first one is the input layer, each
node of which is directly connected to each component of
input vector, playing a role of directly propagating input

value X = (X, X,,...X.)" to the next layer. The number of

nodes of the layer is Nl =N. The second layer is the

fuzzification layer, and each node represents one linguistic
variable value; this paper chooses 4 linguistic variables
(excellent, good, medium and poor). The function of the

layer is to compute the membership degree ,uij of each

input component subordinating to each fuzzy set of
linguistic value, which meets formula 1[10].

ﬂij = /'[,JN ()(I)’I :112!"

In formula 1, N is the dimension of input, and the fuzzy
partition of X is 4. The membership functions in this
paper adopt Gaussian function, as shown in formula 2.

, = (%
j
H =€

In formula (2), Cil.2 and 5”2 indicate the center and

width of membership function respectively. The total
number of nodes of the layer is formula 3.

N,

The third layer is the rule-based reasoning layer, each
node of which represents a fuzzy rule, the role of which is
to match the antecedent of fuzzy rule and compute the
fitness of each rule, i.e. formula 4.

a; =y
@), 1,{1234,...;,{1234, .
j =12,..mm=4, The total number of nodes of the

In  formula

layer N3 = M. As for the given input, only those linguistic

variable values close to input point have relatively large
membership degree, and the membership degree of those
linguistic variable values far away from input point is either
too small or 0. If the membership degree is too small (such
as less than 0.05), it can be approximately valued as 0.
The fourth layer is the normalization layer, the number
of nodes of which is the same as that of the third layer, i.e.

N, =N;=m; what it realizes is the normalization
computing, i.e. Formula 5.

a, =

(2) Consequent Network: The first layer of consequent
network is the input layer, which propagates the input
variable to the second layer. The input value of the Oth

node in the input layer X, =1, the function of which is to

provide the constant term in the consequent of fuzzy rule.
There are M nodes in the second layer, and each node
represents one rule; the function of the layer is to compute
the consequent of each rule, i.e. formula 6. The third layer
is the output layer, the evaluation result value of which is
formula 7.
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In formula_? Yl is the V\_/e.lghte_d sum of conseijent of Y, RS A8 AR | IR RE N & AR A2
each rule; weighting coefficient is the fitness a, after —
normalization of each fuzzy rule, i.e. the output of —fLRMERE a . BV A P4 BY 4 1 PR R #F P45 =
antecedent network serves as the link weight of the third B EENE, BLNREEENE?2 R

layer of consequent network. The simplified network
structure is as shown in picture 2.

Fig. 2 - The simplified network structure of the improved algorithm/f&i{t.j& B9 SR i3 18 B &£ 19

Improvement of learning methods T G S
The fuzzy neural network provided in this paper is e . o .
actually a kind of multilayer feed forward network, so error ANFRENEMEENEERR LR SR H5%

back propagation algorithm can be adopted to adjust WERMBEER WAUERESNRERH %ﬁgﬁﬁ;’;ﬂg
. . . . 1 .
parameters. It mainly adjusts the link weight P of the fifth HEMEXSH  EER pji (BEEM) . C|j (=R
) _ REEBSHNPOLME %ﬂé (RE ) #TRETHE. &)
parameters of membership function of the second layer.
Suppose that the input of the | th neuron node of the (th ~ EHMBLMELWHHE QRS | MIETHR (WA 1
layer of fuzzy neural network in Picture 1is f (¥, the outputis  FfR ) B A2 BN O X(“) =g@(f@), mA

ng) = g@(f ). The node functions in the first layer to the MR R R LR — R R E R RN A ERES 5

fifth layer of fuzzy neural network are as shown in formula 8 to ALALR 8 AR 12 TR, ARH X TLUBSHENE
formula 12. In which, X shall be computed with °

layer, as well as the central value Cu‘ and width 5”. of

corresponding functions, which is omitted here. BIHERSE , REFBER,
fO=f0=x,x=¢g”=1i=12..,n (8)
—(x®D _ 2
FO = (x~ —6) ©
l 2
) Jij
F =X X = w1 4y (10)
(3)
f@ = i (11)
] m 3 m
25 24
i=1 i=1
AR Z yiyxy” = Z ¥y @, (12)
=1
Suppose that error cost function is as shown in B2z rEROAR 13 FFiRR EﬁﬂFtﬁﬂ Y, 28I

formula 13, in which t; and Y, indicate desired output
and actual output respectively.
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Adjust p}i G and aij according to error back

propagation algorithm, and solve and train the learning
algorithm accordingly.

1
E= E(t1 - y1)2

Improvement of calculation procedures
Improved operation process of the presented algorithm

can be listed as follows [10]. ®Reduce dimension of samples

with factor analysis, establish sample set; @ Calculate the
fitness value of each individual in the group, save the optimal
fitness value; ® Turn to the 4th step if reaching the set
evaluation generation or current optimal individual meeting
conditions; otherwise, turn to the 2nd step; @ Decode the

optimal individual in the 3 step into network parameter to
serve as the initial parameter of fuzzy BP neural network

algorithm; ®Modify current network parameter with fuzzy

BP neural network algorithm;® Terminate if reaching the

condition for terminating fusz BP neural network
algorithm; otherwise, turn to the 5" step.

RESULTS
Data acquisition and pre-processing

Choose M typical supply chains of fresh agricultural
products, make use of statistical data to compute the
values of N indicators of each supply chain, and compute
corresponding overall evaluation score of each supply
chain with N indicator weights through determination and
normalization processing of experts, so as to obtain M
training mode pairs, training the model of this paper with
such M training mode pairs. Subsequently, model in this
paper can be applied to the performance evaluation of
supply chain of fresh agricultural products. Every time
when inputting 18 third-class evaluation indicators of
supply chain to be evaluated, we can obtain the
performance of supply chain of the fresh agricultural
products.

The questionnaires of all the evaluation indicators were
made and surveyed to the enterprises and consumers related
to get the score of each indicator for different supply chains of
fresh agricultural products. The original data acquired by the
survey are pre-processed to the scope of the fuzzy matrix
and the final scope of the score is [0, 5].

Experimental results and analysis

Limited to paper space, the evaluation of intermediate
results is omitted here, only providing secondary
evaluation results and final comprehensive evaluation
results of three typical chains, see table 2.
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PlaeH = R AR mANENSMITNHN TN ER
MHRLTNER , BELR 2 FiR.

Table 2 /2
Secondary evaluation results of the paper | ZEZ#&E#rHLiF IFHER
Customer Adaptability of Integration of : Internal Enterprise

Service Level / Logistics Service/ | Logistics Service / Emerfir'se Input/ Operation / Income /

EPBELT | WRESTIH | WAESRAL EABA ASEtE LAKA
3.647 3.451 3.651 3.572 3.413 3.631
4.118 4.326 4.179 4.210 4.009 4.357
4.431 4.621 4.170 4.345 4.626 4521
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In order to illustrate the value of the presented
algorithm and some other algorithms which are used for
performance evaluation, the calculation indicators are
realized with the same calculation platform in the paper.
The indicators of the calculation platform can be listed as
follows Intel i3 2120, 2GB DDR3, AMD Radeon HD 7450
and 3.3GHz CPU, and windows XP. The table 3 shows the
evaluation accuracy and time consuming of the different
algorithms. From the table we can see clearly that the
algorithm in the paper has greater value than that of BP
neural network [9] and fuzzy evaluation algorithms[5] in
evaluation accuracy or time consuming. In practice, the
paper takes some obvious indicators as sample to
calculate evaluation accuracy in order to make our
comparison more believable.
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Table 3/ #3

Realization results of different algorithms/ /M ZHSEHLER

Algorithm in the paper / Ordinary Fuzzy model / BP Neural Network /
EXHE HEEY N HEBP M
Evaluation Accuracy /
O 95.66% 71.34% 85.64%
Time Consuming (S) /
B () 13 13 793
CONCLUSIONS i

It is shown through empirical research that the
evaluation combination model of the performance of
supply chain of fresh agricultural products based on fuzzy
neural network established in this paper is practicable,
effective and feasible, and is able to effectively conquer
some shortcomings of traditional evaluation models, as
well as equipped with capabilities like self-learning, self-
adaptation, strong fault tolerance and ability of expression,
able to reduce some human subjective factors to the hilt,
so as to improve the reliability of the performance
evaluation of enterprises, making evaluation results more
objective and accurate. For the next studies, it is planned
to further improve the adjustment and optimization of
reduction and membership functions of fuzzy rule to
enhance the generalization ability of model.
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