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Abstract: Accurate identification and measurement of
obstacles in forest are particularly important for improving
operational capability and efficiency of harvester. In this paper,
three distinct algorithms, including grid search (GS), particle
swarm optimization (PSO) and genetic algorithm (GA), are
proposed for parameters optimization of support vector
machine (SVM) to improve the performance of detecting
obstacles in forest area. First, the three different optimization
algorithms are respectively adopted to optimize parameters
which are used in SVM. Then the SVMs with optimized
parameters are applied to identify obstacles in forest. At last,
their performances are compared based on the testing results
of 150 samples of obstacles in the forest. The experimental
results show that the GS algorithm with leave-one-out (LOO),
PSO algorithm and GA algorithm have better classification
accuracy than the GS with 6-fold cross-validation (CV).
Especially for PSO and GA algorithms, the global optimal
solution can be found rapidly without traversing all parameters
within the grid.

Keywords: grid search,particle swarm optimization,
genetic algorithm,support vector of machine, parameter
optimization

INTRODUCTION

To meet the needs of forestry production, it is
imperative to develop multi-function and high-efficiency
forestry equipment to complete logging operation instead
of manual operation. However, the complexity of forest
environment will increase the operation risk and reduce
the operating efficiency. Therefore, accurate identification
of obstacle in forest and measurement of its feature are
particularly important for improving operational capability
and efficiency.

In respect of obstacle identification, researchers have
done a lot of work and proposed a variety of algorithms.

Harls Baltzakls et al. proposed a suitably modified version
of vector field histogram algorithm for robot motion planning
and collision avoidance based on both laser and visual data
[1]. Jaehyun Han et al. developed a road boundary and
obstacle detection method using a downward-looking light
detection and ranging sensor [2]. Yihui Lu et al. used
Dempster-Shafer algorithm to automatically detect buildings
from aerial images [3]. So far, obstacle detection method is
mainly applied to vehicle systems, robots and building
modeling. As regards to algorithms, Bayesian inference [4],
[5], Dempster-Shafer evidence theory [6], [7], artificial neural
net (ANN) [8], and support vector machine (SVM) classifier
[9], [10] are popular and widely used in researches.
Compared with other algorithms, SVM has many unique
advantages in solving small sample, nonlinear and high
dimensional pattern recognition [11]. However, like other
machine learning algorithms, SVM performance depends
highly on parameter selection. For a classification task,
picking the best value for each variable is a model selection
problem that needs an exhaustive search over the space of
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hyper-parameters. Till now, most SVM practitioners selected
these parameters only empirically by trying a finite number of
values and retaining those with the least testing errors [12].

In parameter optimization, Grid search (GS) algorithm
based on “Leave-One-Out” (LOO) is one widely used
algorithm in machine learning. In this method, the
parameter range of the approximate optimal value is firstly
selected artificially, and then an exhaustive search on the
set of parameters is conducted to obtain the optimal
parameters [13]. Obviously, this method is time-
consuming and the low efficiency is not desirable. In view
of this, Chapelle et al. proposed a gradient descent
method to automatically select SVM parameters [14],
which made significant improvements in reducing
computation time. However, it was often trapped in local
optimal solution, and algorithm termination often occurred,
which brought much trouble to the operation. Besides,
Keerthi adopted quasi-Newton method for Gaussian
kernel function parameter optimization of SVM model [15].
Particle swarm optimization (PSO) is a cluster optimization
algorithm proposed by Kennedy and Eberhart in 1995
[16]. It is inspired by the movement behavior of birds and
fish populations, and it is now the representative of swarm
intelligence methods. Genetic algorithm (GA) was
developed by Leung based on real-value to achieve
automatic selection of the SVM model parameters [17].
This algorithm is used to select the parameters of SVM
model based on the global optimal performance to
improve the construction efficiency of SVM and the
recognition rate of the classifier. During the past decades,
SVM with GA and PSO have been applied in various
fields, such as gene selection and classification [18], fault
diagnosis [19], pattern recognition [20], and so on.

In this paper, the application field of parameter
optimization method is extended to the forestry field for
the first time and three different algorithms are proposed
to identify obstacles by testing 150 obstacle samples in
forest. Based on this, the principles and differences of the
three algorithms are analyzed, and their advantages and
disadvantages are summarized. The experimental results
show that the GS algorithm with leave-one-out (LOO),
PSO algorithm and GA algorithm have better classification
accuracy than the GS with 6-fold cross-validation (CV).

PROPOSED PARAMETERS OPTIMIZATION METHOD

The parameters optimization process is shown in
Figure 1, where three kinds of parameter optimization
algorithms are listed as alternative methods. In this paper,
RBF (Radius Basis Function) is selected as SVM kernel
function and parameters that affect the performance of
SVM are error penalty parameter C, and the kernel
parameter o. C represents the tolerable degree of the
errors and o is kernel width. Too high or too low value of
the parameters will cause “over-learning” or “less-learning”
in SVM so that it cannot identify samples effectively. In
order to obtain appropriate C and o, three algorithms are
adopted to optimize the parameters. Next, the principle
and flow of each algorithm will be illustrated for better
understanding of testing results.
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Fig. 1 - Flowchart of the parameters optimization process | 221t 1t &% 7 A

Grid Search Algorithm

The basic principle of GS algorithm is that divide C and
o into grids within a certain range, and traverse all points
within the grid values, then use the cross-validation (CV)
method to validate each value of C and g, finally C and o
with the best classification accuracy is chosen as the
optimal parameters.

The CV method is a statistical analysis method which
is used to validate the performance of classifier. The
algorithm flow of k-fold CV is as follows:

(2) Initialize the parameters C and o of SVM classifier;

(2) Randomly divide the training data into k mutually
exclusive subsets of approximately equal size, and use
one subset as testing set and the other k-1 subsets as
training set to evaluate classifier performance;

(3) Calculate the classification accuracy with the
initialized parameters, and repeat this procedure k times to
ensure that each subset is used once for testing;

(4) Choose the parameters with the
classification accuracy.

Leave-one-out (LOO) can be viewed as an extreme
form of k-fold cross-validation in which k is equal to the
number of examples.

highest

PSO Algorithm

PSO is a new heuristic global search algorithm based
on swarm intelligence, and it performs the global optimum
search via competition and collaboration between the
particles in a complex search space. In PSO algorithm, if
there is a particle swarm composed of N particles in D-
dimensional space, then each particle is a possible
solution in the D-dimensional search space. Particles are
moving in solution space, and dynamically adjust the
speed and direction according to the instantaneous optimal
solution of each particle and the whole population.
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In a D-dimensional search space, a community is E—AD&EREN  — BASHNAMEFER B
composed of N particles, of which the i-th particle is _ e ’
represented by a D-dimensional vector: FBiIMFILBE— N DHEBMERTNOT :

Xi = (X1, %207, %p) ,i =12,-+,N 1)

The “flight speed” of the i-th particle is also a D- BIANFHITEEHLE—DLANEE 5N
dimensional vector, denoted by: ’

Vi =( Vi, Viz 5-+,Vp) , 1512, N )

The instantaneous best position of a particle i is called BB RS | W AMEARE | g
individual extremum, denoted by: ’

Poes = (Pigs Pizs*s Pip), 1=12,-,N 3)

The instantaneous best position of the whole particle BN FRNENSENEREGASERE 2y 2
swarm is called global extremum, denoted by: ) N . .

i MITFHITEECR— P DENEE , KRN :
Obest :(pgl’png"’pgD) 4)

In the searching process, particles adjust the speed EEEERG  WFRETH AR FEEEEMNSE
and direction according to the following formulae: '

Vid (t +1) =wlvig (t) + ciri(pid (t) — Xid (1)) + Cr2(Pgd (1) — X4 (1) )
Xid (t +1) = Xid (t) + vid (t + 1) (6)
where cl, c2 are acceleration constant, r1 and r2 are Heh | cl, c2 RmEES , r1 F r2 27200, 15EEMHIBEH
the uniform random value in the range of [0, 1] . e ' '
The algorithm flow of PSO s as follows: B, PSO EXAREWNT :

(1) Initialize the swarm, including population size N, the (1) B 78 SERENE N S MNEFHEEX
position X, and velocity V; of each particle; EEV

(2)itEsM FHERE R[] ;
(3)WFEAMNETF , kR EWENEFRI S M ERE

(2) Calculate the fitness value F[i] of each particle;

(3) For each particle, compare its finess value FJi] with
individual extremum value Py i ). If Flil> pws (i) , replace

Poed 1) by Fil; Poee 1 )o BN Fli]> Pree (1) , A R[] Poed 1) ;
(4) For each particle, compare its fitness value F[i] with global (4)RFEMT , tBREeWENEFRIS2BRE
extremum value Oy . If Fitli]> Opes , replace Gy by Filil; Opes o JOR Fit[i]> Opest , B FLlI] B Opes ;
(5) Update the particle velocity V; and position X; (5) BELAXOFQEFH FHEEMTLE ;
according to the equation (1) and (2); NP = B o 1 AL Vo B 3k TI| 2 o g
(6) Output the result when the error is low enough or the maximum (6) 5 I\REE% BB RBERRB A BA B
number of iteration is reached; otherwise return to step (2). R, BWEEANSER(2).
GA Algorithm

The searching for the optimal solution of GA is an BeWZ
imitation process of biological evolution, which is done by GA E—fhiEFAyH L ERNERE  BeRadnxR

chromosome crossover and mutation. The GA algorithm X
mainly uses the selection operator, crossover operator and ~ MERTHK. BERELITEXALEERETF , IXETNERE

mutation operator to simulate biological evolution, and N N N o o N
produce generation after generation of the population. The FRELEWRAL | HPEERR. SARTRIER R LR

three operations are defined according to evolutionary terms BT : %RE T 2B S MR RS REMER A ME |
as follows. Selection operator is used to select individuals that

adapt to the environment from the group by calculating fitness ~ SREEFIXLENMEKEET — K. W TEENE , IXEFR

value, and these individuals are selected for breeding next TEPYRI = - T AT ] Ak B s
generation. For the selected individuals, crossover operator is B-EHRIBRZRER —BOH I TEMEHER , &

used to exchange genes in the same position of two different REFBEN R R LEAMEN E RSk E B X 223 13 12,
individuals based on some crossover probability, and

mutation operator is used to change genes of some EREEED , MAMREARE n MREN L W-#HSEA

individuals, Wh|<;h_ is aS|ml_JIat|on of gene mutation. _ . EEATHEGT SI-HEUEMMWREHER, £
In GA, the initial solution group is composed of n binary

string of length L. In each string, each binary bit is its —ANZHEEF MR- SHEVE 1, 23TRIEERE

individual chromosome gene. In a binary string, if a binary bit .
is 1, then it will be converted to O after mutation operation, SBFIRN 0, RZTR,
and vice versa. The algorithm flow of GA is as follows: BAEEENEETRNT
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(1) Initialize the population, including population size N,
crossover probability Pe, mutation probability An and the
standard of the evolutionary termination;

(2) Calculate the fitness value of each individuals;

(3) Achieve population evolution by selection operator,
crossover operator and mutation operator;

(4) Output the result when the standard of evolution
termination is met; otherwise return to step (2).

Support Vector Machine

In this paper, SVM model is used to identify obstacles
in forest. As a new machine learning algorithm, its core
idea is to convert nonlinear separable problems in low-
dimensional space into linearly-separable problems in
high-dimensional space.

If there are two classes in space H can be separated
by a hyperplane as follows:

wX+b=0

where x represents the feature vector, our goal is to
calculate the values of w and b to determine the optimal
hyperplane which maximizes the margins of the two
classes (Figure 2).
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Fig. 2 - SVM maximum interval hyperplane / SVM R A /&5 F &

In SVM model, it is not necessary to make all vectors far
away from the hyperplane. What we care about most are the
vectors that are nearest to hyperplane. By calculating the
distance between the nearest vectors to the optimal hyperplane,
the question can be described by the following formula:

. 1
min,, 2o’

£ SVM BEA R AXERFEN METEEFHE ,
MEEXOWREEBETESINOE, BYITEEERNL
BYEKIEMNEEZFEE , BB TUE T

sty (W' x® +b)21i =12,..,m

To solve the above problem, Lagrange operator is
introduced to the formula. By simplification and conversion,
the optimal values of w and b can be obtained by solving a
constrained minimization problem as follows:
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f(x) = sgn ZaiyiK<xi,x)+b ©

i=1

where K (xi, x) is the kernel function used to solve
nonlinear separable problem. Commonly used kernel
functions are linear kernel, polynomial kernel, RBF (Radius
Basis Function) kernel and so on. In this paper, the SVM
model parameter selection issue is considered based on
RBF kernel as follows:

K(xy) = exp

Therefore, the performance of the SVM model depends on
the error penalty parameter C and the kernel parameter o.
The above three algorithms are used to optimize the value
of parameter C and o. After that, the kernel function with
optimized C and o is adopted to construct SVM model to
improve the obstacles identification performance.
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Fig. 3 - Sensors placed on the same horizontal plane in this experiment / #4218 & S #/&

EXPERIMENTAL RESULTS AND DISCUSSION

Figure 3 shows the 2D laser scanner and infrared
thermal imager used for detecting obstacles in this
experiment, and the sensors of the scanner and imager
are placed on the same horizontal plane. Firstly, the
position and image of obstacle is collected by the
equipment. Then, after images fusion and data
association, the features of the objects such as the height,
width, shape, temperature, and color could be obtained
from the laser points, visible images, and infrared images.
Finally, three SVM parameter optimization algorithms, of
which the GS algorithm includes 6-fold crossover-validate
and LOO, are applied to a RBF SVM model to achieve
obstacles recognition. In order to examine and compare
the SVM performance, the three algorithms are tested
using 150 forest obstacles samples, including 50 trees, 50
people, and 50 stones. For each type of obstacle, 40
samples were selected randomly as the training data and
the other 10 as the test data (Table 1).
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Table1l/ &1
Training data and test data / W& Z#ERN X5
Sample Type / Total Samples / Training Samples / Test Samples /
BARA HAEBH IR P IR DS
Tree / HK 50 40 10
People / A 50 40 10
Stone / Ak 50 40 10
Total / B3 150 120 30

In GS algorithm, firstly the range and search step of
the variables are set, where C[J [2%, 28, o0 [28, 2% and
the search step is 0.5 for both C and o. Then 6-fold CV
and LOO methods are adopted respectively to validate the

value of C and o. Based on the calculation, when k > 6, the

growth of the best accuracy by CV is relative slow, so the
k is set as 6. Moreover, LOO method is used as an
extreme of CV to be compared with 6-fold CV.

In PSO, acceleration constant c,=c,=2, inertia weight
w=1, cL] (0, 100], oLl[0, 1000]. Population size is set to
20 and the maximum iteration generation is 200. When the
iteration time is up to 200 or the global fitness remains
unchanged in 100 consecutive iterations, the operation
stops.

In GA, acceleration constant c;=c>=2, inertia weight
w=1, c (0, 100], o] [0, 1000]. Population size is set
to 20 and the maximum iteration generation is 200.
When the iteration time is up to 200 or the global fitness
remains unchanged in 100 consecutive iterations, the
operation stops.

After parameter settings, SVM model parameters can
be calculated by different algorithms based on 120 training
samples, and Table 2 presents one group of calculation
results as an example.

TENTREZNSHHITIEE : £ GS &4, HE
BRETBNETEMERSE , i ce2®, 2%, oe[2®, 2%,
BELSKAR 05, BIITETH , REIBEREE k BENEK
MK, M k> 66, RBIBENERRIE T KBIRER
6o A\, LOO EMEA— MRS F 5 6 f CV #ITHR,

£ PSO B, MEEER ci=c=2 , iR Ew=
1,Ce(0,100], o€[0, 1000], B¥EAR/PNEER 20, &
FRIERIREA 200, HERRBET 200 R BREEL
AR 100 XFER , FLERE,

EBREEER , MEEER = =2, BMEREw=
1,Ce(0,100], o€[0, 1000], B¥EAR/PNEER 20, &
RIERIRE A 200, HERRBET 200 H2 BREELE
AR 100 XFER , FLERE,

AN ESEHIEE , ANET 120 MISGERNIR |
AR BRI E LGN SYM BRSE , XK 2 Fr
TR—ATELER,

Table2/ %2
SVM model parameters obtained with different algorithms / B F/FEEHZ LGS ¥
Algorithm / Best Fitness / Best C/ Best o/
E BEBNE BECH Bto
6-fold / 6 B 92.50% 2 0.0313
GS /| Mm%
LOO / FIfFEE— % 95.00% 2 0.0039
PSO | # FEHN 94.17% 3 0.0100
GA | BEE % 95.83% 2.89 0.0019

Due to the parameters obtained from the three
algorithms, the SVM classifier can be used to classify the
test samples, and their performances are shown in
Figure3, according to which the average classification
accuracy of each parameter algorithm can be calculated.

BRE=FEZRENSH , SYM FEB[ALAT2EN
HER SRS RNE 3R , BNHERAUITE
HENEENFHEDRBE,
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The average recognition accuracy of GS with 6-fold CV,
GS with LOO, PSO and GA are respectively 91%, 95.33%,
94.85% and 95.34%. It is obvious that the SVM model with
the 6-fold CV has relative lower classification accuracy
compared with the other three algorithms. In GS algorithm,
almost all samples are used to train the model in each
iteration for LOO method, which is the closest to the original
sample distribution, so that LOO method has a better effect
than 6-fold CV method dose, and the assessment outcome of
the LOO method is more reliable. However, LOO method has
the shortcoming of high computing cost, because the number
of models requiring to be established is the same as the
original number of data samples.

The identification accuracy of GS algorithm with LOO
method and GA algorithm both can reach over than 95%,
which is slightly better than that of PSO algorithm. GA
algorithm and PSO algorithm are both trying to simulate the
population adaptability on the basis of natural characteristics,
and they adopt certain transformation rules to solve problems
by searching space. In our study, these two algorithms both
have high classification accuracy for obstacle detection in the
forest. They have their own characteristics and advantages, as
well as defects and deficiencies. PSO algorithm has more
efficient information sharing mechanism than GA algorithm and
all particles in PSO algorithm may converge faster to the
optimal solution than the evolutionary individuals in GA
algorithm. But this mechanism may lead to over-concentration
of particles, which is likely to fall into the local minimum. For GA
algorithm, coding techniques and genetic manipulation are
simple, while PSO algorithm has no codes or crossover and
mutation operations, and the particles are updated only by the
internal speed. Therefore, the principle of PSO algorithm is
more simply and easily to achieve.

Besides those above, it should be noted that although
GS algorithm, especially with LOO method, can find the
global optimal solution, it will be very time-consuming
sometimes if people want to find the best parameters C
and o in a larger range. But for GA and PSO algorithms,
they are both heuristic algorithms that can find the global
optimal solution without traversing all parameters within
the grid, which will save a lot of computing cost.

CONCLUSIONS

Three parameters optimization algorithms: GS
algorithm, PSO algorithm and GA algorithm were
proposed to a SVM classifier to identify obstacles in forest
area in this paper. The principle and flow of each algorithm
were introduced and the parameters of each algorithm
were set according to experience. After that, parameters C
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and o that were used in SVM were optimized by these
algorithms. Then the optimized C and ¢ were inserted into
kernel function in SVM to identify three kinds of obstacles
in forest. Finally, the performances of the different
algorithms were examined and the experimental results
showed that the GS algorithm with LOO, PSO algorithm
and GA algorithm had better classification accuracy than
GS algorithm with 6-fold CV. Considering the time-
consuming disadvantage of GS algorithm with LOO, the
PSO and GA algorithm are considered as more suitable
methods for obstacle recognition in the forest. Our work
extends the application field of SVM to forestry, which may
provide valuable reference for developing new forestry
equipment.
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