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Abstract— Data mining is a relatively new approach in the field of agriculture that can be used in the extraction of knowledge and
discovery of patterns and relationships in agricultural data. Classification techniques in data mining are used to discover patterns and
knowledge agricultural datasets, however, the accuracy of these classification techniques depends on the quality of data that are used
as inputs in the data mining process. In this paper, an efficient data mining methodology based on PCA-GA is applied as a data pre
processing technique, to reduce the dimensionality of the soybean dataset. The mechanism draws improvements to classification
problems by applying Principal Components Analysis (PCA) and subsequently applying Genetic Algorithm (GA) to further reduce the
dimensionality of the dataset, and selecting the best representative subsets, thereby improving the performance of classifiers. Different
data mining classification techniques are applied to the resulting reduced dataset and classification metrics are compared. This
approach is to asses classification rates on the PCA-GA reduced soybean dataset. The learning and validation experiment was
performed using WEKA, a workbench containing implementations of the k-NN, Naive Bayes, J4.8 and MLP classification algorithms,
including the PCA and GA. Classification accuracy was validated using 10-folds cross validation..
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INTRODUCTION

Databases not only store and provide data but also contain hidden knowledge which can be very important however, human ability to
analyze and understand these massive datasets lags far behind his ability to gather and store data in databases. Data in the agricultural
domain are robust, comes in different formats, complex, multidimensional and contains noise. Interesting patterns can be mined in
this space in discovering knowledge, revealing solutions to specific domain problems [1]. Extraction of the useful set of features is
usually unknown from these volumes of data [2], considering every single feature of an input pattern in a large feature set makes
classification and knowledge discovery computationally complex. Also, the inclusion of irrelevant or redundant features in the data
mining model results in poor predictions and interpretation, high computational cost and high memory usage [3], [4].

In general, it is desired to keep a number of features as discriminating and as small as possible in order to reduce computational time
and complexity in the data mining process [5], [6]. This can be addressed by dimensionality reduction [7] method that improves data
mining classification and facilitates visualization and data understanding. It is a process that creates a set of features based on
transformations or combinations of the original dataset, thereby reducing it into a smaller representative dataset.

The focus of this study is to implement an efficient mechanism based on the combination of Principal Component Analysis (PCA) and
Genetic Algorithm (GA) [8], [9] as a data preprocessing method, to reduce the dimensionality of the data by keeping a number of
features as small as possible. Apply the k-NN, MLP, NB and J4.8 algorithms in the data mining process and compare the classification
results. In so doing, the PCA-GA [10] mechanism is validated as an efficient data reduction method.

THE PCA-GA MECHANISM

The PCA-GA algorithm is a combination of two algorithms, PCA, for data preprocessing and reduction and the GA for feature subset
selection method, which makes the whole process a hybrid data mining mechanism. The PCA mechanism is a very useful data
dimensionality reduction technique, reducing the number of variables to a few interpretable linear combinations of the data. PCA
maps the rows and columns of a given matrix into two or three dimensional points to reveal the structure of dataset. The original data
are projected into smaller space. Thus data reduction is performed. The data can be represented by a collection of n points in the z-
dimensional space, where each axis corresponds to a measured variable. From this space, a line Y1 can be searched such that the
dispersion of n points when projected unto this line is a maximum. The derived variable is denoted by the equation in (1):

Yi=eXs +eX + . --€pXp (1)

Where, e; are coefficients satisfying the condition in (2):
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After obtaining Y1, the (z-1) — dimensional subspace orthogonal to Y1 is considered and line Y2 is found in this subspace such that
the dispersion of points when projected onto this line is also maximum, and is perpendicular to Y1 such that the dispersion of points
when they are onto this line is the maximum. Having obtained Y2, a line in the (z-2)-dimensional subspace is considered, which is
orthogonal to both Y1 and Y2, such that dispersion of points when projected onto this line is as large as possible. The process can be
continued until z mutually orthogonal lines are determined. Each of these lines now defines a derived variable shown in equation (3):

Yi=eXy + 85X, + e5iXs + ...+ X (3)

where the constants ei; are determined by the requirement that the variance of Yi is a maximum, subject to the constraint of
orthogonality as well as in (4) :

ee=1
- (4)

Thus, the Yi obtained in (3) are called principal components of the system. The process produces a list of linear vectors in (5) called
principal components.

Y]_ = ellxl + 912X2 +...+ elep
Yo=enXi+epXo+ ...+ eszp
()

Yp = eplxl + ep2X2 +...+ eprp

Each of the principal components can be thought of as a linear regression predicting Yi in (3) from X, Xy, ..., X,. There is no
intercept, but ej;, ej, ..., ej, can be viewed as regression coefficients. The first principal component is the linear combination of X
variables that has maximum variance among the linear combinations, accounting for as much variation in the data as possible. The
remaining principal components, accounts for as much of the remaining variation as possible, thus the principal components are
uncorrelated with each other.

GA Process

Genetic algorithms are search algorithms based on natural genetics. It is an iterative process that operates on a population or a set of
candidate solutions, in this case, the principal components generated by the PCA mechanism. Each solution is obtained by means of
encoding/decoding mechanism, which enables representing the solution. GA is considered as a function optimizer and performs
efficient by searching the best representative sets from candidate sets of solutions (principal components). The interest is in the
minimization of a set of variables that can represent a dataset with maximum results. Genetic algorithms consist of three essential
elements: a coding of the optimization problem, a mutation operator and crossover. The coding of the optimization problem produces
the required discretization of the variable values and makes their simple management in a population of search points possible. A
binary coding is ideal because in this way the mutation and crossover operators are simple to implement. Thus, the values of the
individuals P1...Pn can be encoded with the binary fixed-point coding in (6).

Pl = b5b4b3b2b1b0

....... 6)
Pn = b5b4b3b2b1bo

The crossover operator, control the recombination of the individuals in order to generate a new, better population of individuals at
each iteration step. Before recombining, the individuals must be evaluated by a fitness function (7) for all data structures in the
population. The fitness value is then used as the basis for selection in the crossover or mating.

Fitness = countone(Pn) (7

A typical reproduction operator is crossover (8). Before the crossover, two individuals P1 and P2 are selected as “parents”, based on
their fitness value. Selection is based on tournament using their fitness. Individuals with higher fitness value, wins the tournament and
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is chosen to mate. The offspring C1 and C2 are formed so that the left side comes from one parent and the right side from the other.
This produces an interchange of the information stored in each parent. The whole process is reminiscent of genetic exchange in living
organisms.

C1 = Maskl & P1 + Mask2 & P2 ®)
C2 = Mask2 & P1 + Mask1 & P2

Where :
P1, P2 — parents chromosomes
C1, C2 - children chromosomes
Mask1, Mask2 — bit masks (Mask2 = NOT(Mask1))

A favorable interchange can produce an offspring with better genes. When the individuals P1 = bsb,bsb,b;b, is recombined with the
number P2 = asa,a3a,a;3. The new individual is then:

Cn= bgbg e biaH +++ do. (9)

Crossover can be interpreted as a variation of optimization. The mutation operator is the simplest. In binary strings, a mutation
corresponds to a bit flip. A mutation of the ith bit of the string Cn = bsbsbsb,b;b, produces a change. Thus a new individual is
generated and the fitness is again evaluated.

DATA MINING CLASSIFICATION TECHNIQUES

The book in [11], identifies, presents and describes different data mining classification techniques [12]. Classification [13] is a form of
data analysis that can be used to construct a model, which can be used in the future to predict the class label of new datasets. It is a two
step process, first is the learning step where the classification algorithm builds the classifier by analyzing a training set made up of
database tuples and their associated class labels, using a mapping function in the form of classification rules. In the second step, the
accuracy of the classifier is predicted.

Some of the most popular and common classification algorithms are adopted and presented herein, based on their capabilities
simplicity and robustness. The k-NN and Naive Bayes were chosen based on the study in [14], which proves to perform excellent
using the WEKA [15] data mining tool, likewise the J4.8 and MLP were used for their exemplary performance in classification
problems in different datasets [16].

k-Nearest Neighbor (k-NN)

k-NN is a nearest neighbor algorithm that classifies entities taking a class of the closest associated vectors in the training set via
distance metrics. The principle behind this method is to find predefined numbers of training samples closest in the distance to the new
point and predict the label from these.

Naive Bayes

Based on the Bayes rule of conditional probability, it uses all of the attributes contained in the data, and analyses them individually as
though they are equally important and independent of each other. It considers each of the attributes separately when classifying a new
instance. It assumes that one attribute works independently of the other attributes contained by the sample.

J4.8

A popular tree based machine learner, the J4.8 decision trees algorithm is an open source Java implementation of the C4.5 [17]. It
grows a tree and uses divide-and-conquer algorithm. It is a predictive machine-learning model that decides the target value (dependent
variable) of a new sample based on various attribute values of the available data. To classify a new item, it creates a decision tree
based on the attribute values of the training data. When it encounters a set of items in a training set, it identifies the attribute that
discriminates. It uses information gain to tell most about the data instances so that it can classify them the best.

Multi Layer Perceptron (MLP)
MLP is a feed forward artificial neural network model that maps sets of input data onto a set of appropriate outputs. It consists of

multiple layers of nodes with each layer fully connected to the next one. Each node is a neuron with a nonlinear activation function. It
uses a learning technique called back propagation for training the network.
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MATERIALS AND METHODS

The soybean dataset in [18], was used in the experiment. The data mining software used in the experiment is the WEKA version
3.6.10, which contained the implementations of the classification algorithms presented. A computer with two (2) Gigabytes of
memory, with a 32 bit 2.80 Ghz processor, and a proprietary 32 bit Operating System was utilized. The default settings in the data
mining software and in the configurations of the algorithms were used.

The dataset was cleaned, encoded and saved as attribute relation file format (arff) file using a text editor, the dataset were loaded in
WEKA, the PCA was applied as a data preprocessing method to transform and simplify the dataset into smaller representative sets
called principal components. The GA was then applied to the PCA transformed dataset that resulted to an optimized dataset.
Subsequently, each of the machine learning algorithms in WEKA, the J4.8, Naive Bayes, MLP and k-NN were then applied to the
resulting PCA-GA reduced datasets and results were recorded and compared accordingly.

Classification accuracy was validated using 10-fold cross validation. This validation method is a standard method to estimate
classification accuracy over unseen data.

RESULTS AND DISCUSSION

This section presents and discusses the results of the experiment after applying the PCA-GA mechanism used in the study. There are
two parts; first, the outcome of applying the PCA-GA mechanism that was used in generating the visualization model of the reduced
dataset. Second the comparison of classification results of classifiers between the original and PCA-GA reduced dataset.
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Figure 1. Visualization of the Soybean Disease (a) original dataset, (b) PCA-GA reduced dataset

The soybean dataset originally has thirty six (36) attributes. As can be seen in Figure 1b, after applying the PCA-GA mechanism to the
soybean dataset, resulted to fifteen (15) feature sets. This reduced dataset is now considered the smaller representative soybean dataset.

As can be observed, the resulting feature sets in Figure 1b are simplified in structure compared to the original dataset in Figure 1a. The
reduced dataset is the optimized smaller representative dataset of the original, thru the optimization technique of GA. The presented
visualization in Figure 1b, confirms the PCA-GA efficiency as a dimensionality reduction method, this implies that extracting
knowledge from this smaller and optimized dataset is more accurate, efficient and faster. Based on analysis of Figure 1b, the features
sets are combinations of the original attributes, that resulted in process of pre-processing through the PCA-GA mechanism. Further the
figure shows a distinct variation of the feature sets, classifying the different soybean disease.

. Original Dataset PCA-GA Reduced Dataset
Classifier - -
Accuracy Time Accuracy Time
k-NN 91.22% 0.00 sec 99.85% 0.00 sec
J4.8 91.51% 0.02 sec 98.68% 0.01 sec
Naive Bayes 92.97% 0.01 sec 94.44% 0.00 sec
MLP 93.41% 112.0 sec 98.83% 18.20 sec

Table 1. Classification Rates of Soybean Dataset When Applied with Different Classifiers
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Table 1 shows the comparison of classification rates of various classifiers over the original and PCA-GA reduced soybean dataset. It
can be seen that the classification rates between the original and reduced dataset, have noticeable improvements in the J4.8, Naive
Bayes, k-NN and MLP classifiers. Among the classification algorithms tested, the fastest was the k-NN classifier and a significant
improvement on accuracy can be observed. Interesting to note also is the speed of the MLP, which is significantly faster on the PCA-
GA reduced dataset, the accuracy also significantly increased. Although the MLP improved on its processing time on the reduced
dataset, it can be seen that its processing time took longer compared to the other classifiers
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Figure 2. Comparison of Accuracy Rates of the PCA-GA Reduced Dataset When Applied with Different Classifiers

In comparing the classifiers accuracy rates on the PCA-GA reduced dataset, it can be seen in Figure 2, that the k-NN classifier is the
most accurate. Naive Bayes is the least accurate among the classifiers, with MLP and J4.8 are as nearly accurate as the k-NN.
Generally, the results presented imply that the PCA-GA method significantly improves classification rates, over the soybean disease
dataset with the PCA-GA dimensionality reduction method.
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SUMMARY AND CONCLUSION

Presented in this study, is the PCA-GA hybrid data reduction method and comparison of classification rates of various data mining
classification techniques over the soybean dataset. The k-NN, J4.8. Naive Bayes ad MLP classifiers were applied to the resulting
PCA-GA reduced datasets. Based on the results, the PCA-GA mechanism reduced the original dataset into smaller representative
datasets. Visualization model was generated based on the result of the data reduction mechanism based on PCA-GA to present a
clearer view of its potential as a hybrid method. Results also show that classification accuracy and processing speed improved for all
of the classifiers.

The implementation of the algorithm based on PCA as a preprocessing technique and GA as a feature subset selector is efficient in
reducing the dimensionality of the soybean dataset. Results imply that all classifiers can be implemented and are efficient in
classifying soybean disease using the PCA-GA pre processing mechanism. Classification speed is further improved for all the
classifiers used. On the other hand, results of comparison between the classifiers accuracy rates show that the k-NN is the most
accurate and the least accurate is the Naive Bayes. Generally, using the PCA-GA data reduction technique proves to have significant
results in characterizing soybean disease using the presented data mining classification techniques. Thus, simplifies the process of
extracting knowledge, discovering patterns and relationships and the interpretation of soybean disease.
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