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An Overview on Subjects and Reference
Literaturefor Two Algorithm Classes

Sanderson L. Gonzaga de Oliveira

(3) concepts and mathematical properties of trees,

Abstract— In this paper, an overview on subjects and its binary and —n-ary trees, tree traversal methodsrpi
matching reference books for the teaching of two algorithm search trees. balanced trees and Huffman code:
classesin undergraduate cour ses on Computer Science, Computer ' '
Engineering, Information Systems, Computer Science Teaching, (4) heaps and external sorting, red-black trees, B-
Software Engineering and other similar ones is given. trees and its variations, introduction to digitaasch,
Complementary literature for these subjects are also introduction to graphs, algorithms for graphs and
recommended.

string matching algorithms;

(5) algorithms exactitude, algorithm analysis,
asymptotic notation, recurrence resolution, paradig

and techniques for the project of algorithms,
polynomial reduction and NP-Completeness.

Keywords— algorithm teaching, data structur e teaching.

I. INTRODUCTION

Lgorithms are a fundamental subject for a Computer

Science student to learn. No matter whether h@dist¢é0  The choice of these subjects is based on a mixai{det
go into Graduate School or to find a job in theiiustry, he  extension) of recommendations coming from the esfee
will _have to work (either directly or indirectly) ith the cyrricula from the Brazilian Computer Science Sgci{&BC,
implementation of algorithms to solve computatiopedblems  2012a) and Association for Computing Machinery (ACM
he will have to deal with. 2012) for the courses we are studying.

Therefore, it is of the utmost importance that thetudents \ynhen discussing algorithms and data structures, mag
learn this subject thoroughly. In order for a grai® in  consider the fact that these reference curricutadated from
Computer ~ Science, Computer Engineering,  Softwary70 and 1980, especially on the works of autharh sas
Engineering and Computer Science Teachers Schosd¥e knuth, Aho, Hopcroft and Uliman. This is due to faet that
an adequate introduction to algorithms, the follmyvsubjects these authors were major contributors in the cdetibn of
on algorithms re suggested: several of the topics at hand. On the other haerktls a need
(1) basic information on algorithms, variablesto adequate the teaching to the IT market needtuimg the
constants, variable types, conditional structulesp ~ Scientific careers), which will be guaranteed solby the
structures, arrays and matrices, records, files as@nstant update that these societies perform andheicula.

pointers; A recommendation from these entities may be consile

(2) abstract data types, lists, queues, stacksrityri enough to include a topic on a grad.uati.on course.
queues, recursion, algorithms execution timé\levertheless, in this paper the topics concerrialgs 4 and 5

' . . re specified and detailed. Hence, justificatidos the
comparison, sorting algorithms, array searc h . !
. . inclusion of each subject matter are discussedugirout the
algorithms, hashing and hash tables; text
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In the SBC Reference Curriculum (20122) it is stateat
“the way this content will be taught in a courseesablished
by the didactic and pedagogical project and iseaistl as
important as the simple distribution of topics irsobjects”.
Besides, this document states that “given the gtro
dependence between the curricular grid and thecticdand
pedagogical project,
together”. At the undergraduation level, it is segfgd that the
topic presentation follows (at least approximatehg given
order. Depending on the depth to which each taptaught, it
is possible that some of the topics may be absent & single
semester subject. For instance, we can eithertsbledopics
of items 2 and 3 that are more pertinent in a sirsgimester

become a good IT professional. Nevertheless, weotlglaim
that this list is exhaustive and other additiormgdits may be
included in this list, according to the needs pmex by
instructors from analysis on the market where tredgates

Ix{vill work.

Nevertheless, understanding the topics in itemsdSamay

these elements should be ecteabffer an important contribution to the understagdiof the

following subjects, such as:

linear programming, simulated annealing,
search, genetic algorithms, GRASP etc.;

Optimization whose probable topics are heuristics,
taboo

Artificial intelligence, whose probable topics are
notions on search algorithms, MiniMax methods,
probabilistic methods (bayesian networks, Markov
models, decision theory), machine learning, neural

subject or present them in two semesters. In ttierJathe
subjects can emphasize algorithm implementation.

It is possible that some of these items are calvene

Computer Science undergraduation courses. On ther ot
hand, Computer Engineering, Information Systemsn@der
Science Teaching and Software Engineering shoulerco
most of the items, depending on the graduate proftended.

Graduates from Computer Science courses must ana h
only a superficial understanding of algorithms addta
structures, because they are the foundation of favare
implementation. For instance, a software engineastrknow
deeply requisite analysis, project patterns andtesys
architecture, testing, software quality and busne®deling,
among other topics. Nevertheless, for a softwargineer,
knowledge on data structures is also relevant, useche will
probably will also work on software developmentate the

systems projects and managing teams, which imply &

knowledge on how the technician develop the sysiarnsder
to achieve high quality.

The same can be said about a graduate from anmafion
Systems course, which intends for its graduatessoto work
in corporate either middle or high management. Gamputer
Science graduates, the need for this knowledge dse m
obvious, given that their course provide skillthem to work
in all activities related o IT and communications
corporations.

The focus of the previous paragraphs on markeinted
careers does not mean that a scientific reseambes not
need to understand deeply the science and thecapph of
algorithms. After all, the scientific career is bdson the
ability to solve complex scientific and computatibproblems
and it is impossible to solve them without the basiowledge
on Computer Science, among which we must
algorithms and data structures.

It is reasonable to assume that a graduate thiaiwi a
scientific career
professional. The advantages in the presentatiorthe$e
contents to non academic professionals have alrdwseyn
discussed and will be further explored in this doent.

The topics presented in this introduction (whichl we
subject to further detailing in this document) mde
understood as the basic subjects necessary faréukiate to

incluu%a

networks, fuzzy logic, expert systems, etc.

The topics listed are also evaluated in the ydasys in the
National Exam for Graduate Studies (POSCOMR)can be

seen that the POSCOMP exam can guide the choice of

contents in undergraduate courses, for it shows ata the
fundamental concepts a bachelor must know in cxalésllow
an academic career.

In table 1 the number of questions related to ®RiIc3, 4
and 5, in the five last POSCOMP exams can be daethis
table, the number of questions related to the vatig
subjects, such as Optimization and Artificial lfiggInce can
also be seen. As stated before, classes with thieds 2, 3, 4
d 5 cover the basic topics that are necessaryther
understanding of these two subjects. In the coboiva in
table 1, questions of graphs were not included Umxdhey
were considered as belonging to the disciplinescrete
Mathematics or Graph Theory.

The suggestions we make in this paper do not etHhhe
discussion and, obviously, each faculty must adtm
curriculum to its local and geographical realitys Ave
commented before, the topics and the depth to whidh
taught depend on the profile of the graduate amekdfby
faculty. As such, if the faculty intends for theaduate to be
well prepared for a high level academic career, tthgcs
mentioned in items 2 to 5 are of utmost importance.

Among dozens of undergraduate subjects, the content

included in items 2, 3, 4 and 5 have comprised &etwl0%

and 17% in the POSCOMP exams for the last fia.yéVe

n consider without much of a leap of faith thae t
concentration on those topics is proportional ®ithportance
they have in Computer Science courses.

is able to be a good non academic

To know more about POSCOMP, we suggest visitingc'SB
web page (2012b).
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Table 1: Amount of questions at the POSCOMP related
subjects 2, 3, 4, 5 and the folowing ones (Optitioraand

Artificial Inteligence — considered in columns @y the last 5
years.

Subject Percent when
compared to total
number of questionis
Year in the exam
2e3| 4| 5 6
2011 5 1 3 3 ~13
2010 2 2 8 1 ~17
2009 5 3 1 1 ~13
2008 2 0 5 1 10
2007 3 o] 4 3 10

Besides, the knowledge on the fundamental techaiqune
algorithms is very important for non academic pssfenals to
develop high quality computer systems. For instacomputer
systems should not have problems coming from Idigiehcy
implementations and these problems can be avoiidetbf

II. IMPORTANTBOOKSFORTHEBIBLIOGRAPHY OF
TOPICSLISTEDIN ITEMS4AND 5

In this section the possible reference books fpicwlisted in
sections 4 and 5 are discussed. For those, thadedition of
the book written by Cormen et al (2001) has beatelyiused
in Brazil. There is a Portuguese version of thiskobut it is
less used than its English counterpart, apparefibly
translation issues.

In this paper, we will comment on the third editiof this
book: Cormen et al. (2009). This book, written bgr@en,
Leiserson, Rivest e Stein (CLRS), has been the et in
the best universities in Brazil and balances weltlramatical
rigor (a fundamental aspect of demanding coursex)
didactic, for the writers have the gift of writingrecisely,
clearly and objectively.

Besides, its scope is a major advantage sincéotltik covers
most of the main computational problems, its akhons and
data structures. It has been listed as one of th&t ouoted
reference in Computer Science for many years amck sits
first edition it has been reprinted either every sionths or
every year, each time with some corrections manyhem
pointed out by its thousands of readers.

Therefore, when we read CRLS opus, we can be pretty

confident that all the subjects described are ctramd we

completely) if the development team knows deeplg thhave a strong foundation on algorithms. In the @neiach of it

techniques and methods already established iniglak ft is
not uncommon for those problems to arise and sumelyy of

35 chapters the authors included descriptions iterorto
provide the curious reader with references to pakibns in

them could have been prevented either they wergéerbetwhich he can find knowledge on the state of theohdach of

developed or the developers in charge had beemettavith
the basic knowledge on the items 2 to 5.

We can assume that Brazil has the potential t@rbeca
world power in the production of information systerand
computational techniques, shedding the status @biisumer.
There are many current examples in which excelidaas
arise in the academia and clearly an appropriat@dation
must be fomented.

Therefore, the fundamental goal of this paperoisgive
some information to substantiate a discussion enigbue. In
order to achieve this goal, this paper is organgztbllows: in
section Il the important books for bibliographi¢eneences for
the topics included in items 4 and 5 are discussedections
Il and 1V, the possible contents for the subjeatsitems 4
and 5, are respectively discussed.

In each subsection of sections Il and IV thee@mments
on each topic, their corresponding references hadd¢asons
why those topics are important for basic algorittodies. In
the last subsection of each of those sectionsubgestions on
reference books for each topic in the section amghested
textbooks and complementary literature are summdriginal
thoughts are expressed in section V.

the approached topics.

Given those characteristics, CRLS opus has each
increased its standing in the academia. Therefthere are
professors that do not even consider textbooks himset
subjects other than CRLS. In fact, in average thRE book
can be considered as the most adequate for amliration to
algorithms.

Nevertheless, in spite of the excellence of thuisk) if we
search the Internet we can find some criticismtpaspecially
on the small number of examples and the lack ofesbl
exercises. Besides, there are important topics aaaxternal
sorting that are not described in this book. Faneaeason
that is outside the scope of this paper, the astbould not go
any deeper (in the already 1292 page long book3oime
topics or include other relevant topics on algaonish

Yet, in spite of the excellent quality of its pretaion, there

day

are books that describe some topics better than SCLR

especially when considering didactic, formal rigonount of
examples and solved exercises. These are the boefecific
topics that this paper describes.

Another set of already classic books that must ketioned
are the ones written by Knuth (1997, 1981, 1998120The
discussed subjects are exhausted by the authorexXgiained
subjects are not trivial but in spite of their cditgtion and
scope, the author knows how to choose the correctisvin
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order to be brief and yet describe appropriatelynaportant
concepts on algorithms and data structures.

Knuth wrote his books with clear and precise laggianot

refer to computer network books such as Tanenb2003) or
Kurose and Ross (2006).

In order to study the heap data structure, théovidhg

being excessively technical and managed to appradch references are recommended:

subjects with the adequate depth yet is still funhgving
included several humorous remarks which
amusement to the study of Computer Science. | tiogtethe

reader is granted the opportunity to study his Baamid amuse
himself as much as myself. In spite of that, theme teachers
that do not consider Knuth’'s books approachableugimdor

the typical undergraduate student. Neverthelessrettare
topics that are better described in his books thasthers, so
that his books may be used in undergraduate coorsesme
specific topics.

These books are excellent for the subjects ligteiteims 4
and 5. Nevertheless, there are other books thatidhie
considered for the main or auxiliary bibliographg those
topics. Those are the references discussed iretktesactions.

[ll. POSSIBLECONTENTFORA SUBJECTON

ALGORITHMSLISTEDIN ITEM 4

For a discipline on algorithms as listed in itenm4one of
the mentioned undergraduate courses, one may mdladps,
external sorting, red black trees, B trees andvésations,
introduction to digital search , introduction toaghs and its
algorithms and string matching algorithms.

These topics are commented in the following sulisest
For each one of them the suggested correspondfagenee
literature for an undergraduate subject is included

A. Heaps

Heaps are an excellent way to implement priorityeugs.
Williams (1964) developed this data structure far heapsort
algorithm. It is important not to confuse the helagpa structure

with the term heap used when discussing dynamic anem

allocation.

Heaps are important for several algorithms. Fortaimse,
heaps are used in graph algorithms (see subsdetimiow).
They can also be found in the implementation of Eram
algorithm to find the minimum spanning tree. The (&fart et
al., 1968) and SMA* (Russel, 1992) search algorithedso
used priority queues that can be implemented usags.

Knowledge on fundamental data structures such lasap is
also important for those who will develop networotecols.
An example of their usage is Dijkstra’s algorithrh9%9)
which is the basis for link state routing. Heaps akso be used
for transmission line (such as VolP connections)dvadth
management in network routing. Many protocols farcél

Area Networks (LAN) use priority queues (that cae b

implemented using heaps) in their medium access l@WAC

- media access contipl- VolP and IPTV are concrete

examples of this. For an introduction on theseesxibj please

render some

In its sixth chapter, CLRS (2009) presents in a
didactical way heapsort, heaps and priority queues;

» Priority queues and heaps are described in a guccin
way in the sixth chapter of Szwarcfiter and
Markenzon (2009);

* an objective and precise presentation of priority
gqueues and heapsort is given in chapter 9 of
Sedgewick (1998);

» a forth approach that should be highlighted because
of its good didactic is subsection 4.3.1 in Skiena
(2008), which is fully dedicated to heaps.

B. External Sorting

Consider the situation where we want to sort avsetements,
a problem that is sometimes presented in a seadnjéct on
algorithms. Examples of theses algorithms are Baulshort,
Insertion Sort, Selection Sort, quicksort, heapsarid
mergesort.

In order to use one of those algorithms, all dataseds to
be in main memory. When the main memory is notdarg
enough to hold the entire data set being ordenedexéernal
sorting algorithm must be used. In this algorithomly a
fragment of the dataset is loaded into main menairgach
phase, while another part remains in external émosdary)
memory storage, such as hard disks. In this caontinet
algorithms mentioned before could be called inteswating
algorithms.

For an Information Systems course, in the SBC Refe
Curriculum (2012a), it is recommended to have gesukn
which Sorting and Searching is deeply taught. Besidt
should be taught the concepts on “searching antingor
algorithms both in main and secondary memory”. &copurse
on Computer Science teaching, the recommendatioto is
completely teach these subjects.

External sorting algorithms can be very importdat
developers that must work with huge datasets, dongethat
has become common in organizations that priorig@thering
data from day to day transactions.

It is also important to teach the basic externattirsp
algorithms in undergraduate courses so that thdesta can
realize that simple algorithms can breed ingensoligtions to
problems that can be deemed as complex. Besides, th
students can then use those basic problem solctiocepts to
create new solutions for the problems they will dhaw solve
when pursuing either an academic or an IT indusirger.

External sorting is used in important business iapfbns
such as in databases transactions. For instanosjdeo the
situation where a user requests a subset of coldrons a
certain table from a specific database. The regsegtanted



Gonzaga de Oliveira, S. L. / Revista de Sisteneasfirmacao da FSMA n. 9 (2012) pp. 3-15

through a file, in which there may be duplicatedorels.
Hence, an external sorting algorithm can be usetklete the
duplicate records before sending them to the user.

Some basic external sorting algorithms that catabght at
the undergraduate levels are: balanced multi-waygimg,
polyphase merge sort and replacement selectiorthizotopic,
the following bibliography is suggested:

D. B-trees and its variations

In a B-Tree the data are sorted in such a waydbquential
access, insertions and deletions are performedgarithmic
time. Its variations are important in the implenagiatn of both
database management systems and operational syftems
systems.

In the SBC Reference Curriculum (2012a) it

* Ziviani (2011) has a good description on thosgecommended that B and B+ trees shall be taugipiyleethe

algorithms in its section 4.2;

e an even better presentation is given in sectio af.
Sedgewick (1998).

Another algorithm that is quite simple and veryenatsting
is the natural selection that shows a small buhifsggnt
change to replacement selection. It is probablé it only
book that has already described this algorithma@Ql1 is
Knuth (1998).

C. Red-blacktTrees

A red-black tree is a binary search tree that
approximately balanced. A binary search tree (whidh be
presented probably in the second subject on algosit shows
O(h) time in all its basic operations , in whibhs the height of
the tree. Hence, the search can become lineargendeate
trees. Meanwhile, a red black tree shaog n)time for all

its operations, in which is the number of nodes in the tree, in

the worst case.

Red-black trees can be said to have performandéasic
characteristics similar to those of AVL trees, whare widely
studied. Nevertheless, the re-balancing of redkbteees is
more efficient and so they can be taught as a raffr@ent
way to implement balanced trees (and even priaitgues).
For instance, red black trees are used at the GoetplFair
Scheduler, which is the scheduler of the Linux cstating
from version 2.6.23 (see, for instance, Jones, 2009
details).

Red-black trees can also be used in real timeicgtigins
because of their performance. Besides, they can hés
represented by 2-4 trees, which are a type of B Tsee the
following subsection).

For this topic, the following bibliography is suegied:

* Red-black trees are presented in an excellent way
chapter 13 of CLRS (2009),

Information Systems and Computer Science Teacheses.
For this topic, the following bibliography is sugged:
» CLRS (2009) presents the concepts of the original B

tree, its operations and pseudo-codes in a most

detailed way;

an extremely didactic approach of B-trees and its B

and B+ variations is made at subsection 7.1 of

Drozdek (2002);

 a clear and concise description of B-trees is also

given in section 16.3 of Sedgewick (1998), in which

is the codes in C++ are also presented.

E. Introduction to digital search: tries and Patricteees

Basic trees for digital search are simple and ablento
undergraduate level teaching. A trie (from retripiga tree in
which the data remain ordered.

A trie is used to store contents whose keys arallysu
strings. They are very efficient in the searchKeys, such as
in dictionaries. Their search time is proportiot@athe size of
the key and can also be helpful in the search fefiyes and
similar words, what can be very useful in devicdh Wmited
keyboard interface, such as cell phones and otbealge
devices. A didactic presentation of tries is avdéa at
subsection 7.2 of Drozdek (2002).

In a Patricia tree, which is a special kind ok trieach
internal node stores the index of the most sigaifidoit to be
verified in order to decide which branch to follanva search
operation. Namely, in this tree, we follow all theanches
according to the bits of the search key and nobraieg to the
result of the full key comparison. Strings, integets such as
IP addresses and arbitrary generic sequence ofttebja
lexicographical order are examples of keys that lsarused

with this kind of tree.

For these topics, we suggest the references:

» Szwarcfiter and Markenzon (2009) also present a
good description of red-black trees in its subsecti
5.4;

» there is a very good description of red-black triees
section 13.4 of Sedgewick (1998).

Introduction to digital search, tries and Patricizes
are well described in chapter 9 of Szwarcfiter and
Markenzon (2009),

subsection 5.4 of Ziviani (2011) because of its
didactic presentation;

the most detailed explanation is the one given by
Sedgewick (1998) in sections 15.2 and 15.3.
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F. Algorithms for Graphs

The reader can observe that in the SBC referenceaium
(2012a) it is recommended that notions of algorithfar
graphs shall be given in Computer Science Teacberses.
The basic problems connected to graphs are:

» Visit all vertices in a graph (depth-first and it
first search),

that used the concepts of maximum flow in the jpasitg of
networked sensors in the streets for urban sequuityoses.

There are other problems with their corresponding
algorithms that could be taught in such a classttmy might
render the content to large for a 60h subject inckviother
topics also need to be taught. Besides, in ordeapfmroach
algorithms for graphs one needs to introduce their
terminology, basic representation forms, adjacematrices

«  Minimum spanning tree (Prim, Kruskal and Boruvka®"d list, and incidence matrix.

algorithms),

*  Minimum path from one vertex to the others (Dijkstr
and Bellman-Ford algorithms),

*  Minimum path between all vertices (Floyd-Warshall

algorithms)

e Maximum flow (Ford-Fulkerson algorithms),
problem from the area of network flow.

Visiting all vertices in a graph or searching forspecific

vertex is relevant in several situations, such @slfiternet
applications, given that routers can be modelekdices and
their connections as edges. Another example isnapuater

game in which players are vertices and the fieldvisfon

between them the edges — in this case, an attackbea
planned using breadth-first search. Depth-firstedesigned
using backtracking (see algorithms constructiorhri@pies)
can be one of the simpler recursive search methods.

Consider that a method receives a graph and mushra tree
(an acyclic graph) that contains all vertices dmldost to visit
all vertices is minimized. This tree can be calfathimum

spanning tree and is used, for instance, in apjgita in the
field of Electrical Engineering.

In order to be presented to students, the minimuath p
problem can be associated with network routinghsin the
Internet. Dijkstra’s algorithm, already mentionésl the basis
for link state network routing, so it is an examplevhich the
teacher has a great opportunity to stress the izpog of
algorithms that are a part of the students’ dai; Examples
of routing protocols based on link state includteidmediate-
System-to-Intermediate-System (IS-IS) and Open t8kbr
Path First (OSPF). To know about IS-IS, see Tangmba
(2007, p. 389) or the Request for Comments (RF@R1at
http://tools.ietf.org/html/rfc1142. To know moreali OSPF,
see Tanenbaum (2007, p. 483-488), Kurose and RO686(p.
255-256) and the RFC 2328,
http://tools.ietf.org/html/rfc2328. The updates ftPv6 are
specified at the version 3 of OSPF at the RFC 58dth

2008, available dattp://tools.ietf.org/html/rfc5340

The maximum flow problem is associated with thebpem of
taking something from a source to a sink in a networ a
graph). Using the term network instead of graph e®iitom
the first publications in this field in the 1950she problem of
maximum flow is the foundation for several applicas such

a

at

For this topic, the suggested bibliography is:

» the best book for these subjects is CLRS (2009),
because its descriptions are precise, objective and
presented in a most didactic way; in general, CLRS
(2009) has dedicated a chapter for each of the
problems and their corresponding algorithms, in
which the student will find a nice presentationtto
algorithms with complete examples;

e Sedgewick (2002) is an excellent book, specific on
graph algorithms, in which the author goes deep int
each algorithm, presenting them in C++;

e another didactic description of the algorithms
comprised in this topic in Skiena (2008), in the
chapters 5, 6 and 11.

G. String searching algorithms

The goal of these algorithms is to find the ocoutes of a
pattern (string) in a text. Applications of theskgoaithms
include text editing, DNA sequence analysis andrimfation
retrieval.

For this topic, the suggested bibliography is:

« CLRS (2009) has a good description for the
algorithms that can be used to solve this problem i
its chapter 32;

» Objective and precise descriptions can also bedoun
in chapter 10 of Szwarcfiter and Markenzon (2009)
and

e Chapter 8 of Ziviani (2011), which is a good
description of those algorithms.

H. Table with contents and suggestions of textbooks

In table 2 the textbook suggestions for each ttfpéd should
be taught in a subject composed by item 4 are suinech
CLRS (2009) and Sedgewick (1998) are recommendedeas
main textbooks for this subject.

In case it is necessary to use three textbookssuwggest
Drozdek (2002) because of its description of Bdraad its

as image segmentation and flight programming for avariations. Knuth (1998) should be the main compietary

transportation companies. A simple example thathinige
presented to students is the application of Baetedt. (2007)

literature for this subject.
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Table 2: Textbook and complementary readingessimistic, minimal and average problem complexigsses
recommendations for the topics that should be taighhe of problems: P, NP, and NP-complete”. In the AG3krence
subject composed by item 4. curriculum (2012) the presentation of these itesngegsential

IV. POSSIBLECONTENTSFORA SUBJECTON
ALGORITHMSASLISTEDIN ITEM 5

For a subject composed by item 5 in an undergradu

course, the topics that can be taught are: algorékactitude,
algorithm analysis, asymptotic notation, recurremsodving,
paradigms and techniques for algorithm projectympamial
reduction and NP-Completeness. This subject isetoms
called Design and Analysis of Algorithms.

In the SBC reference curriculum (2012a) it is raotended
that this subject be taught in depth at Computeerge
Teacher courses. For information systems cour@éshe

content must be presented and the recommendedsylla
Techniques for the desigh o

“Algorithm development;
algorithms, asymptotic analysis of complexity lispit
techniques to prove inferior limits, analysis ofcuesive
algorithms, dynamic programming, probabilistic altfoms,

in a software engineering course.
Topic Textbook Auxiliary aﬁ?(?ﬁggy The contents suggested in this paper are commahtsatl and
textbook textbook the corresponding textbooks that are more adedigaten
undergraduation course are suggested.
Szwarcfiter
Sedgewick and A. Basic math review for algorith lysi
Heaps CLRS (2009 . Basic math review for algorithm analysis
(1998) Markenzon
(2009) A review of discrete math may be important to fostee
learning of algorithm analysis, what is especitile given the
External Sedgewick Ziviani low level of knowledge many students entering highel
sorting Knuth (1998 (1998) (2011) education possess. For this topic, the followingksoare
suggested: Gersting (2004), Rosen (2007), Grahamal.et
Szwarcfiter (1995) because of its didactic presentation. énappendix A
Red black Sed ick and of CLRS (2009), there is a good review on summation
ed black | ~ rg (2009 edgewic
trees (1998) Markenzon
(2009) B. Algorithm exactitude
B Trees andl Drozdek Sedgewick In order to present a new algorithm, it is necgs$arprove
its variations|  (2002) CLRS (2009) (1998) that it always returns the expected output foritipeit domain
and also that it will always finish. Academic pFetation of
Szwarcfiter this notion is important in the courses that irgeres, allowing
Introduction . L for the validation of the developed applicationsttbin the
to digital Sedgewick and Ziviani academic and in the IT industry realm.
search (1998) Markenzon | ~ (2011) . . .
(2009) Good presentations of t_hese topics are availabtleeathapter
5 of Harel (2004), section 13 of Skiena (2008),@kthat
Introduction _ _ contains many proofs of exactitude for differengosithms
to graphs and CLRS (2009 Sedgewick Skiena sprea(_j through many sections. We also ne.ed to mem'e
its algorithms (2002) (2008) didactic presentation of CLRS (2009) about invarianps in
its section 2.1.
. Szwarcfiter
String Ziviani and : .
matching | CLRS (2009 (2011) Markenzon C. Algorithm Analysis
algorithms . .
(2009) It is often not enough for a computational problémn be

solved — it must be solved in an efficient way battthe
program execution finishes quickly enough for tpeleation
in its domain. In order to understand algorithmocghcy, we
must study algorithm analysis, because a problgresented
by an algorithm asymptotically slow may not be ukef

I&Goodrich and Tamassia, 2004), even if the hardwganeuch

improved. Therefore, performing algorithm analysiay be
deemed as important as solving the problem.

A formal foundation on algorithm analysis is a fantental
topic for the graduates in all mentioned coursepeeially
those that intend to develop applications in comiomally
intensive domains that are very common in the avé@iand
not so scarce in the IT industry. The knowledgealgorithm
analysis is especially important for those thatl wibrk in
fields such as optimization, artificial intelligen@nd digital

image processing.
The best bibliography for this topic is:
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« CLRS (2009) have a didactic presentation of théctopapplications in information systems, academic, el or
in its chapter 2; scientific that will be created by professionals.

« Goodrich and Tamassia (2004), in its chapter 1, For this topic, the following literature is sugtg
present more detall than those in CLRS (2009) and . One Of the best approaches on he topic is given by

thus deserve to be either a textbook or a section 2.3 of Brassard and Bratley (1996), because
complementary reading in this topic; of its depth and didactic;

* Another interesting text is chapter 4 in Brassatd @«  Section 7.3 of Graham et al. (1995) is also exnelle
Bratley (1996) for its didactics. due to its objectivity and precision;

*  Aforth text tthat can be used is subsection 1.2{10 « There are didactic presentations on this topic ins
Knuth (1997), in which this topic is presented sections 7.1, 7.2 and 7.3 of Rosen (2007) e
objectively.

o ) ] » Section 2.3 of Gersting (2004), also because of its
Often, the cost of an operation in a certain datactire is didactic presentation.

high in a certain phase, but this cost can be areaktin the
amount of operations executed when they grow aTbe

literature on amortized analysis is: F. Paradigms and techniques in algorithm design

* CLRS (2009) is the most indicated for the author . .
. . sually, a beginner student learns to create dlgos in a
present aggregate analysis, accounting metho

tential method h | p licati ive way. After he acquires some experience onfitié,
potentia me. od € S, ow examp s ol applications @y me well known and quite simple techniques foorigm
all methods in dynamics tables in chapter 17;

design must be presented to the student.

+ Goodrich and Tamassia (2004) present a didactitmong the important paradigms and techniques fgorihm
description of amortized analysis in its sectidiy 1. designs, we can mention the following:

« Skiena (2008) can be an option also because of its «  Brute force (or exhaustive search)
didactic presentation. i o

* backtracking, a variation of brute force;
e branch-and-bound, a variation of backtracking;

D. Asymptotic Notation .
e recursion;

Asymptotic notation in deeply connected to alganthanalysis,
being very important to understand the efficierinyits of an
algorithm. This topic must be presented adequadelg in e incremental approach;
details in undergraduate courses that include gor
analysis. For this topic, the following literatusesuggested:

» balancing;

» divide and conquer;
« The best description on this topic is Graham et al. greedy algorithms;
(1995) , in its chapter 9; e dynamic programming;

» The description of notatior®, Q, ®, 0 ew in chapter * approximate algorithms;
3 of CLRS (2009) is also interesting and quite
balanced between formal rigor and ease of
understanding; Knowledge of this paradigms and basic techniqueg spaed
. . . up the adequate development of information systertding
*  Goodrich and Tamassia (2004) also present a ddacy pajve implementation. In order to adequately cmethe
description on this topic in its section 1.2. different approaches, complexity analysis, describefore,
must have been presented beforehand.

There are authors that consider that textbooks prestent
a paradigm or technique of algorithm design in aptér and
Usually, execution time of a recursive algorithmeigoressed then present applications and examples of the tgeanto
as a recurrence. Since recursive algorithms arelwigsed, it solve classical problems. Usually, in those bodiks title of
is important to include a systematic study of resmce the chapter is equal to the name of the paradigteamique,
resolution in an undergraduate subject. and its structure follows the rule of a brief imtuwtion
Jollowed by some algorithms that exemplify it. Hostance,

Recursive algorithms often present worse computati . .
performance or use more memory than its iterativgl‘RS (2009) follow this scheme. The authors hawliaited

counterpart. Knowing how to determine whether ot a0 its chapter 4 to the paradigm of divide and congesechapter

. . ; .- . 15 to dynamic programming and its chapter 16 toedye
recursive algorithm is efficient may be relevant fmany algorithms. Nevertheless, there are other books seho

E. Recurrence resolution

10
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approach one may consider superior and those ar®rnbs
recommended:

e Ziviani (2011) describes this topic in a didactimda

objective way in its chapter 2, which is fully

that any manager above the developer of the akgoritill
probably have some doubts about his/her ability as a
professional, especially if the developer requestse potent
hardware to solve the problem. This situation isctdbed in
an amusing way in the first chapter of Garey aniindon

dedicated to paradigms and techniques for algorithagm)

designs.

PxNP is considered to be one of the most important

* Goodrich and Tamassia (2004) present this topic {fhsolved problems in Computer Science and Mathemator
its chapter 5 in an interesting fashion, for goingnstance, even in optimization, it is common to dfin
deeper than the other books in this topicprogrammers that work in NP-Hard problems withaubwing
Nevertheless, its coverage is less wide than thglequately the fundamentals of this theory.

previously mentioned book.

» Another interesting approach for this topic is tme

Garey and Johnson (1979) is the classical bookighabst
often quoted on NP-Completeness and one of the most

presented by Aho et al. (1974) because the authggferenced books in Computer Science. Just asepted by

also present this topic in a precise and didacéig. w

If one wants to talk specifically about recursithe study of
chapter 5 of Sedgewick (1998) is important becanfsés
depth on the subject. Besides, in this book theee aso
interesting sections on divide and conquer (5.2) dynamic
programming (5.3) that have thorough and deep ptasens.

The following books are commendable on the isduthe
divide and conquer paradigm:

Garey and Johnson (1979), the classes in thisyheast be
defined formally in terms of a computing model, athe
Turing machine may be particularly adequate fos thirpose.

The first chapter of this book is a comprehensible
introduction to NP-Completeness. In the second tehaphe
authors formalize the main classes according to Tiheng
machine. Example proofs of NP-Completeness arengine
chapter 3, whereas the authors show how to usednhalyze
problems in chapter 4. In chapter 5 the authorscries

+ A good introduction is given in chapter 4 of CLRSconcepts on NP-hardness and in chapter 6 they sluome
(2009), in which the substitution method, theguarantees of performance for approximate algosthin
recursion tree method and the master methods d@apter 7, they approach the theory beyond NP-Cetemss
presented in a didactic way, besides having consner@nd in the appendix they describe the NP-Completelems

on Akra-Bazzi method;

* Insubsection 5.2.1 of Goodrich and Tamassia (2004
0

there is also an introduction to the analysis

recursive algorithms, in which they describe th

execution time of divide and conquer algorithms;

» A third option that is quite didactic on the regmno

known at the time of their writing.

Another book recommend for the study of NP-
ompleteness is Sudkamp (2007) because its présents
very didactic. Besides, another excellent desaiptim the

%asic classes of NP-Completeness according to gurin

machines is given in chapter 10 of Aho et al. ()9Fbr a
didactic approach on NP-Completeness without any

of recurrences that arise in the divide and conquéprmalization —according to computing models, the

algorithms is section 7.3 of Rosen (2007).

G. NP-Completeness

In the undergraduate courses mentioned, the trmoiP-
Completeness must be approached with some depthyde
the students must understand that the problemsreme
important than the algorithms that solve them. €hare
several (even thousands, if we account for variaio
important problems that have been described fochvttiere
are neither known polynomial algorithms nor prodf an
inferior non polynomial limit of time for an algdhim to solve
them.

Surprisingly for some, these problems are quitermomin
the Engineering field. The traveling salesman poblis
probably the best known of them and it accountsafsituation
in which the minimum cost traversing each graptierxemust
be found. For this situation, imagine a profesdiasked to
solve this problem in a transportation companya lhaive
algorithm is used, the time required to solve it v so high

recommended reading is chapter 34 of CLRS (2009).
The important topic related to NP-Completeness are

» basic concepts of polynomial reductions, on which a
good didactic presentation is given by Manber
(1989);

» proofs of NP-Completeness, for which CLRS (2009)
and Manber (1989) are adequately simple and easy to
understand;

* demonstration of the theorem of Cook-Levin, for
which the references Sudkamp (2007), Garey and
Johnson (1979) and Aho et al. (1974) re pointer for
references because of their formality and simplicit

H. Table with contents and suggestions of textbooks

In tables 3 and 4 the textbook suggestions for eagpic
described in this section are summarized. In t8iiee topics
and books suggested for algorithm exactitude, basath

11
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review, algorithm analysis fundamentals, amortizedlysis,
asymptotic notation and recurrence resolutioniated.

Table 4: Textbook and complementary
recommendations for the second part of the topias ghould
be taught in a subject comprising the items disati$s section
V.

Table 3: Textbook and complementary readifg
recommendations for the first part of the topicat tthould be _ Auxiliary Second
taught in a subject comprising the items discuseeskction Topic Textbook | 1o ihook | Auxiliary
V. Textbook
Second . Goodrich
; Auxiliary - Paradigms and |, . and Aho et al
Topic Textbook Textbook ?uxtl;)larz techniques for (2011) | Tamassig (1974)
extboo algorithm design (2004)
Algorithm Harel Skiena CLRS Resdoluti f
exactitude (2004) | (2004) | (2009) esdolution o Goodrich
recurrences that
. come from divide CLRS and . Rosen
Basic math review Gersting Rosen | Graham et and conauer (2009) | Tamassig (2007)
(2004) (2007) al. (1995) ong (2004)
algorithms
Goodrich .
Fundamental of CLRS and Brassard NP-Compleness: | - Garey e
) . .| and Bratley| theory and Joh Sudkamp| Aho et al.
algorithm analysis| (2009) | Tamassia ; ] Johnson
(1996) presentation of basic (2007) (21974)
(2004) classes (1979)
Goodrich .
. .| CLRs and Skiena NP-Compleness:: Garey andg
Amortized analysis . basic concepts of | Manber | ;5 Sudkamp
(2009) | Tamassia] (2008) . ohnson
(2004) polynomial (1989) (2007)
reductions (1979)
Goodrich Garey and
Asymptotic notatior CLRS | Graham e and Proofs of NP- CLRS Manber | jonnson
(2009) | al. (1995)| Tamassia Compleness (2009) | (1989)
(2004) (1979)
Brassard NP_Comp|eness: Garey andg
Recurrence and Grahame{ Rosen proof of the Cook- Sudkamp| jonnson| Aho etal.
resolution Bratley | al. (1995) (2007) Levin theorem (2007) (1979) (1974)
(1996)

In table 4 the topics and books suggested for jgredand
techniques for algorithm design, recurrence regoiuthat
come from divide and conquer algorithms and therhef
NP-Completeness are listed.

If it is necessary to use three textbooks in anew@duate
subject, CLRS (2009), Goodrich and Tamassia (2G0%)
Ziviani (2011) are recommended as the main textbdokthe
topics discussed in this section. As complememaging the
books by i) Garey e Johnson (1979) because ofxitsllent
description of NP-Completeness and ii) Graham .e{18195),
because of the quality of its review of basic matkymptotic
notations and recurrence resolution are also recorded.

V. FINAL THOUGHTS

If one needs to recommend a single book for theiglines

that include items 4 and 5, indeed CLRS (2009hés hhest
option. Nevertheless, this reference is not thé stesly option
for all the topics described. In several specifigits, there are
great descriptions in other books.

Actually, it is necessary to use two or more tegm in
bothdisciplines. Indeed, there may be the needst more
than one book in each topic discussed.

The books Sedgewick (1998, 2002) are also recomeutefut
a subject that includes the item 4. The authorgmssmost of
the topics in this item in a detailed way with implentations
in C++,

12
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For this item, Drozdek (2002) is also an adequat®n in
specific topics. Besides, Szwarcfiter and Marken2009)
and Ziviani (2011) are also adequate alternatii®ng.

There are also other options to consider whenkKitign
about different presentation styles or specificidep When
thinking about didactic, with no demands on forsmali
complications, the books by Ziviani (2005, 2011)owh
advantages. The author knows how to present centana
simple and objective way. One of the main advargaf¢hese
books is its implementations in Pascal and C (Ziyia011) or
Java and C++ (Ziviani, 2005), which may be the eafs
being one of the most widely used in undergradoatgses in
Brazil.

Other books that deserve praise are Manber (188€)
Goodrich and Tamassia (2004). The latter, in paldic can
be used as a textbook in an algorithm subject tarchvthe
topics describes in item 5 are taught. Aho eti874), Garey
and Johnson (1979), Brassard and Bratley (199&h&n et
al. (1995), Gersting (2004), Rosen (2007), SudkdagD7),
Skiena (2008) and the four volumes of Knuth alscstrhe
considered to be part of the list of complementaading of
the subjects discussed in this text.

| started to create class notes since | starteédatch classes
on algorithms both in Computer Science and Infoiomat

Systems courses. The notes have become a bookaode
Oliveira (2011), in which | describe most topicglided in

items 4 e 5. This book can be used as a complergenta 1.

reading for the disciplines comprised of items d &n

The books not mentioned in this paper may not &g/ v

known, nor widely used by Brazilian professors onpdy

unknown to the author. It may also happen that boodt
mentioned here are not as adequate for some sptpics as
the ones mentioned. That may be due to the autktyls or
for his intention to help a specific group of stotde For
instance, there are books that do not include dlnaoy
equations because this may scare off some reabterthis
example, an author may explain the topic in a lang
detailed way, with many examples without generébres. A
book that does not contain many mathematical farakbns
may have a large commercial appeal, that is, thay be
appreciated by those seeking a superficial undedstg on
the subject (more than those that are more forosd, more
mathematical language in a deep and abstract Wéays. will

depend on the style and expected results of edabbrau

Both approaches are valid — the more didactic raoee
efficient for a first reading. On the other hant,nmay be
impossible to achieve a deeper understanding Wwithet books
and a second reading may be boring due to the &argeint of
text they possess. The formal approaches, on tiex band, in
which the topics are presented more
generalizations and in which the student ability tieinking
logically is developed, may be difficult for undeaguate
students in their first reading, but may be usaftér didactic
explanations in classrooms. Nevertheless, theskshuelp the
students understand important concepts on the tpiand,
allowing them to achieve proper learning of aldoris.

formally with

When choosing the three most adequate books, aandwal
between ease of understanding and mathematicalwig® one
of the main goals. When considering this balanoekb like
CLRS (2009) stand out.

The descriptions in this paper, the topics suggedor
algorithm subjects and their textbooks represeatatthor’s
opinion. Nevertheless, | expect that the descmgtican be
useful as the basis of a discussion between prrfesshen
creating the syllabus for such classes.
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