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ABSTRACT: The proliferation in the amount of data in the web has lead to the need for better understanding of the 

queries thereby leading to question answering systems. Retrieving desired results from vast amount of data is exhausting. 

Hence lots of processing techniques are involved to arrive at the relevant answers. In this paper all the processes 

involved in a question answering system for monogram text mining are being discussed and some of existing techniques  

have been compared based on the corresponding domains. 
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1. Introduction 

Knowledge and Information are different dimensions of data. Information is processed data whereas knowledge is 

information that is modeled to be useful. To get knowledge you need some cognitive and analytical ability while for 

information you do not need cognitive ability [1]. However due to extravagant amount of data in the web, users are 

looking for information rather than knowledge. The output of a question answering system may be a single line or a 

paragraph and the system itself may look to be simpler than a search engine.   As   for   the   proverb   “Appearances   are 

deceptive” suits best for this situation, a question answering system may look simpler from outside but it takes lot of 

processing. Several complex steps are involved in a question answering system like query processing, classification, 

filtering  and mining. 

 

2. Query Processing 

As the size of the information increases, there is need to improve the efficiency of the techniques and algorithms 

involved in query processing. Query processing is a technique to obtain desired information in a reliable and predictable 

manner. To obtain the results within the time frame it is important to optimize the query. Generally using NLP, 

queries are processed and keywords are extracted. Then the system tries to understand the question using those 

keywords and in turn it looks for a specific answer in the right place. Various query processing techniques that are used in 

different domains are discussed here. Hybrid query processing engines (HyPE) is extended to support operator-stream-

based scheduling and heuristic that utilize the inter-device parallelism and an optimization heuristic called Probability-

based outsourcing are introduced [2]. In HyPE efficient processing device utilization involves waiting-time-aware 

response time, threshold-based outsourcing, throughput and roundrobin. Query optimization approaches can be improved 

to serialize a set of queries to an operator stream. To serve the changing workload of query access pattern, a 

lightweight Adaptive Multi-Route Index (AMRI) [3] approach which employs  a bitmap time-partitioned design is used. 

This method incorporates migration strategies so that it can accept old and new query. Among the available index 

assessment method CDIA using highest count compression is better at improving throughput. AMRI uses both 

synthetic and real data and can adapt to systems with heavy route fluctuations. Compression methods are customized 

to handle the search benefit relationships between indices in AMR and hence problem of index tuning in AMRs are 

handled effectively. [4] Propose an architecture that provides secure storage infrastructure by combining cloud based 

WBANs with statistical modeling techniques. Periodic sending of sensor data to medical database is no longer needed 

because WBAN with cloud services provide optimized query processing.  
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This combination provides better individual query latency for real- time diagnosis as well as energy  efficient processing. 

The proposed architecture and its query mechanism can be extended to provide better performance. The problem with 

the kOLS methods is that they are applicable only to the Euclidean distance hence they are not sufficient in metric space. 

To overcome these problems Metric index structures based solutions are employed on the dataset. These structures 

makes use of pruning rules and reuse techniques and optimally estimate the score to support different types of data. A 

flexible and extensible algorithm called EB is proposed in [5]. This algorithm does not consider the representations of 

the object and as long as the similarity between the objects is maintained and the triangular inequality is satisfied, this 

algorithm is applicable. The efficiency of the algorithm can be improved by devising better pruning rules and 

optimality score estimations. Query  processing plays a vital role in relational databases because users generally access the 

data in the DB by posting queries. These queries  in turn must be processed effectively to extract user desired results. 

In [6]Query processing techniques can be classified along different design dimensions such as query model, data access 

methods, implementation level, data and query uncertainty and ranking functions. Specialized algorithms are 

employed to process a particular relational operation. 
 

3.Classification 

Generally information is stored as text and almost all the sources have unstructured text as their knowledge base. Text 

classification plays a  vital role to convert these large chunks of unstructured data into a predefined (structured) format. 

Classification is also used to predict membership for data instances. When a new observation comes into picture it is 

classified based on certain attributes. There exist different classification algorithms which help to find the correct 

membership for the given data but these algorithms have different characteristics and hence it is important to understand 

the advantage and disadvantages of each algorithm so that it helps to identify the suitable algorithm depending on the 

complexities and various criteria’s. 

Classification is done in order to retrieve specific information in a speculated timeframe. Different classifiers are used 

to categories wide variety of information. K-Nearest Neighbors, Naive Bayes, Decision tree, Decision Rule, SVM are 

some of the commonly used classification algorithms. There have been several studies done comparing various 

algorithms. In [6] an overview of few algorithms is provided and a comparative study was conducted based  on  

several  criteria  like  time  complexity, principal and performance. They have classified the documents in three ways, 

supervised, unsupervised and semi supervised methods. The quality of the data set affects the efficiency of the 

algorithm. Each algorithm have their own advantages and disadvantages, but KNN proved to be the best based on time 

complexity, then neural network, then comes Naive Bayes. Information gain and chi square performs well in feature 

selection. Since KNN has been proved to be more efficient based on time complexity it has been implemented in [8] a 

recommender system.  

KNN was implemented along with the Euclidean distance. It implemented a unique way of classifying the user, 

based on the click streams and mapping them to a particular class in the data mart. It was more straightforward, 

consistent and transparent. A method for improving the accuracy of data mining classification algorithms [9] by Nikolaos  

et.al proposed a new method called CL.E.D.M for classifying data. Classification through ELECTRE and Data Mining 

trains the data mining algorithms and extracts best decision rules. ELECTRE is the method used on decision analysis. 

The method's performance was tested using three well known DBs and compared with data mining algorithms  

(decision  tree algorithm C4.5, rule-based algorithms CN2 and CL). This method proved to be more accurate. An idea to 

create a classification algorithm to cater pure numerical data or a mixed data set was suggested as future work. However 

different algorithms may suit best for different linear based on the application. Hem et.al in [10] proposed a novel 

approach combining decision tree and ID3 where in decision tree was used for model classification and prediction 

followed by ID3 to divide the attributes into groups and if the information gain  was  not good enough, they were further 

divided. It increased the quality of solution and classified the data more accurately. According to the observations made 

by Geetika, the K-nearest-neighbor method suffers severely from what is called the curse of dimensionality [11] i.e. as 

the value of K increases, the accuracy of the method deteriorates.  
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If there seems to be any variation in the data set, decision tree method may tend to choose false positive information. 

Naive Bayes method proved to be more efficient than decision tree in a particular field where all the input attributes 

where significant. Another algorithm C4.5 best fits where the data are categorized and it is said to be more sensitive 

to input data and its accuracy could be increased using feature selection along with the algorithm. 

 

4.Filtering 

Data cleaning is one of the important processes when it comes to a question answering system. While retrieving 

information lot of noisy data may get along with the expected result and hence filtering has to be done to remove 

all those unwanted data. This becomes the key to improve the accuracy of any QA system. Wie Deng et.al have revised 

a well known algorithm call SVD and proposed a new method of filtering [12]. They overlapped the community of 

users with the cluster and fed it as feedback to SVD++. They have also used a ‘difference matrix’ as the input for their 

own algorithm called Difference-SVD. On comparing their algorithm with the existing SVD, difference-SVD proved to 

be more efficient based on time complexity and its accuracy could be increased  with larger data set. Though it works 

well for collaborative filtering it is not suitable for content based filtering. 

Filtering can also be done using quantity and quality aspects. This has been done by Martin et.al in [13] for human 

content filtering in twitter. He had conducted 239 surveys from the users to suggest which  person  to  follow  for  

better  post  content qualitative cues were more of a help for recommendation. However there was a drawback that 

based on the way the data sets were provided, the user results varied. Combining both the quantitative and qualitative 

cues was suggested in future works. 

More and more novel approaches being made by research scholars, Vidyavathi et.al has proposed a filtering method 

in [14]. This was implemented for feature selection method and mutual information maximization was used for that. 

Preselected components were clustered for selection. Then the evaluation was done using SMV classifier. The 

prediction accuracy was more for smaller number of features. This is not more efficient under time complexity as it does 

lot of preprocessing to check for redundant data and hence it cannot be used in real time. 

Hong et.al has considered the collaborative filtering method for social streams in [15]. Similarities between the users 

were estimated, then the value of the article. Both were then collaborated to find out the value of an article for a 

particular user class. Another approach based on memory, reading speed, processing speed and several other factors were 

discussed. This is one of the conventional ways of filtering since it does not use the keywords unlike any other earlier 

methods. 

One of the methods used in collaborative filtering is the layered approach. Nikos et.al in [16] for paper recommendation 

using Mendeley data set. Based on the user ratings and the number of views for the papers existing in a library they 

were classified. A system by Manouselis & Costopoulou was used for filtering. It facilitated a more detailed and informed 

evaluation of such systems. This was tested only for a closed data set and need not be as efficient for a dynamic data set. 

Another approach for collaborative filtering by Lingfeng et.al in [17]. An intuitive and efficient query strategy using 

classes like users, ratings and item set. The algorithm 1 identified the user community and interest groups and 

normalized using Gaussian distribution. Expectation maximization algorithm was used to find the maximal likelihood and 

Bayesian method for active learning process. The algorithm 2 was used for sorting the topics in descending order. It 

reduced the complexity of item selection procedure. 

5. Monogram text mining 

Mining is the final step that leads to a more focused answer for the query. From all the earlier processes the output could 

be a document or relevant links from the web or a set of data from the repository. It all comes to the mining process at 

the end. There are several mining techniques and algorithms which have been proved to be efficient in specific 

applications. There are different areas where mining can be implemented. Either the contents from the web can be 

mined or from a database or from a text document retrieved by a web crawler. Sumaiya Kabir et.al in [18] have proposed 

a new method for mining more relevant information from a huge pile of relevant and irrelevant data from the web 

using artificial agents to build a library that relates entities if the desired result was found in the RDF database or not. 

This was an ontology based method using a single agent.  
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In order to make the system more complex and efficient multiple agents can be used considering several other factors 

like inter agent communication. It is very predominant to use ontology based approach for web mining due to its 

efficiency. Ziang Li et.al in [19] have proposed an ontology based web mining approach to improve the accuracy of 

unemployment rate prediction. Initially Ontology construction was done followed by wrapper based feature selection. And 

a comparative study was conducted to identify the best data mining method among several methods like NNs and 

SVRs and v-SVR (RBF kernel) prediction proved to be the most effective method. The limitation of developing a more 

generic method to identify the related event pairs motivated Cao et.al in [20] to develop a three phased approach. 

Initially identifying the casual relationship then extracting the event arguments and finally measuring the casual 

association. They have used lexico-syntactic patterns for the first phase and dependency argument mapping rules for the 

second phase. More accurate due to the use of local dependency tree and has a better performance. 

6.Conclusion 

Accuracy and performance are the two major factors to be considered while constructing a question answering system. 

The system may not even find an answer for a given query but it is important that the system does not retrieves irrelevant 

information. In this paper we have discussed some of the existing methods and techniques involved in building a Question 

Answering System (QAS). We conclude by saying that based on the requirements and application of the QAS the 

most suited methods can be chosen to make the system more accurate and efficient. Implementation of monogram text 

mining for a specific domain is further in progress. 

 

Table.1: Comparative study of various algorithms 

 
ALGORITHM ADVANTAGES DISADVANTAGES 

1.DECISION TREE 

(Classification) 
 Understandable 

 Knowledge can be extracted and represented in 
form of rules Rules can be 

generated easily 

 Reduce   problem complexity 

 Robust 

 Highly unstable with respect to minor 

perturbation 

 Training time expensive 

Information about one class is 
distributed throughout tress. 

 May suffer over fitting 

 Trees can be complex 

2.KNN 

(Classification) 

 As ‘k’ value increases, noise 
decreases 

 Easy to implement Provides high 

performance 
 

 Classification time is long 

 Difficult to find optimal value of 

‘k’ Suffers from curse of 

dimensionality 
 

3.ID3 

(Classification) 

 Used  to  produce decision tree  Does not necessarily provide optimal 

solution 

 Can over fit to training set and not 

suitable for handling continues 
variables 

      4.NAIVE BAYES 

    (Classification) 
 Takes into account prior information about 

given problem 

 Simple structure,   easy to implement and 

compute. 

 Can handle incomplete data set 

 Efficient output and can be used for large 

amount of data 

 Shows poor performance when 

features are correlated 

5.MAUT 

(Multiple 
Attribute 

Utility 

Theory) 
(Filtering) 

 handle the trade- offs among multiple 
objectives 

 Ease of use 
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