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Abstract: 
Cloud Computing is a model for delivering information technology services in which resources are 

retrieved from the internet through web-based tools and applications, rather than a direct connection to a 

server. A distributed cloud storage system contains collection of storage servers which continuously 

provides storage services to the third party or clients. The distributed cloud storage system must maintain 

the data confidentiality over the stored data in the storage server. This can be done by encoding over the 

encrypted data on the storage server. The distributed cloud storage system also maintains the robustness 

and functionality over the encoded and encrypted data. The distributed cloud storage system support data 

forwarding operations over encoded and encrypted messages. 
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I.     INTRODUCTION 

Storing data in a third party’s cloud system causes 

serious concern over data confidentiality and there 

are some functionality restrictions on the storage 

system. We focus on designing a cloud storage 

system for data robustness, confidentiality, and 

improve the functionality of the storage server. 

These all can be achieved through a threshold proxy 

re-encryption scheme and integrate it with a 

decentralized erasure code such that a secure 

distributed storage system is formulated. 

 

2.PROPOSED SYSTEM TECHNIQUES 
Proxy Re-Encryption Schemes: 

In a proxy re-encryption scheme, a proxy 

server can transfer a cipher text under a public key 

PKA to a new one under another public key PKB 

by using the re-encryption key RKA→B. The 

server does not know the plaintext during 

transformation. When user A wants to store 

messages are first encrypted by the owner and then 

stored in a storage server. When a user wants to 

share his messages, he sends a re-encryption key to 

the storage server. The storage server re-encrypts 

the encrypted messages for the authorized user. 

Thus, their system has data confidentiality and 

supports the data forwarding function.  

 

System setup: 
Login/Register 

Key generator (PK and SK) 

Share to Key server 

Data storage: 

Storing data in the storage server 

Data forwarding: 
Forward data to another user 

Data retrieval:  
By data owner 

Received data 

 

Advantages 
The storage server can able to transfer the stored 

user’s data into another user by analyzing the stored user 

ID and our system is distributed storage system it can 

perform independently. 

 

Our cloud storage system maintains the 

robustness, confidentiality and functionality. 

 

To store data on the storage server performs 

encryption and encoding so that it maintains the data 

confidentiality. 
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3. MODULES DIAGRAM AND DESCRIPTION 

System setup: 

• Login/Register: 
In Login Form module presents users a form with 

username and Password fields. If the user enters a valid 

username/password combination they will be granted to 

access data. If the user enter invalid username and 

password that user will be considered as unauthorized 

user and denied access to that user. 

  

If he is a new user he needs to enter the required 

data to register the form and the data will be stored in 

server for future authentication purpose. 

 

Key generator (PK and SK) 
The key generator generates the public key and 

secret key for the new user. These public and private or 

secret keys are used to encrypt and decrypt the messages 

for data confidential purpose. Usually public key is used 

to encrypt the data and secret key or private key is used 

to decrypt the cipher text to get the original plain text. 

 

Share to Key server 

   

The user has to share his secret key to 

randomly chosen key server. This secret key is used 

to decrypt the encoded message when the 

authenticated person wants to share his data or 

retrieve his data. 

  
 

4. DATA STORAGE 

• Storing data in the storage server 

 

 In the data storage phase, user A encrypts 

his message M and dispatches it to storage servers. 

A message M is decomposed into k blocks m1, 

m2, ……., mk and has an identifier ID. User A 

encrypts each block mi into a cipher text Ci and 

sends it to v randomly chosen storage servers. Upon 

receiving cipher texts from a user, each storage 

server linearly combines them with randomly 

chosen coefficients into a codeword symbol and 

stores it. 

 
5. FORWARD DATA TO ANOTHER USER 

  When user A wants to forwards his 

encrypted message with an identifier ID stored in 

storage servers to user B such that B can decrypt 

the forwarded message by his secret key. To do so, 

A uses his secret key SKA and B’s public key PKB 

to compute a re-encryption key RK
ID

A→B and then 

sends RK
ID

A→B to all storage servers. Each storage 

server uses the re-encryption key to re-encrypt its 

codeword symbol for later retrieval requests by B. 

The re-encrypted codeword symbol is the 

combination of cipher texts under B’s public key. 

 

 

 

 

 

 

 

 

 

 
By data owner 

The first case is that a user A retrieves his own 

message. When user A wants to retrieve the message 

with the identifier ID, he informs all key servers with the 

identity token. A key server first retrieves original 

codeword symbols from randomly chosen storage 

servers and then performs partial decryption on every 

retrieved original codeword symbol. The key server 

sends the partially decrypted codeword symbols to user 

A. Then user A applies decryption on collected cipher 

text to recover the blocks and then combines them to get 

original data. 

 

• Received data 

      The second case is that a user B retrieves a 

message forwarded to him. User B sends the 

request to key server with identifier ID. After 

authenticating the user B key server decode the re-
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encrypted codeword symbol. The key server sends 

the partially decrypted codeword symbols to user A. 

Then user A applies decryption on collected cipher 

text to recover the blocks and then combines them 

to get original data. 

 

6. GIVEN INPUT AND EXPECTED OUTPUT 

System setup: 
Login/Register 
Input: User has to give required data to login or register 

to access the cloud storage 

Output: Storage system permits them to access the cloud 

storage 

 

Key generator (PK and SK) 

Input: User details 

Output: Generate the SK and PK 
 

Share to Key server 

Input: SK to the Key server 

Output: SK is stored in Key server 
 

Data storage: 

Storing data in the storage server 

Input: Encrypted message to the Storage Server 

Output: Encode and store it 
 

Data forwarding: 

Forward data to another user 

Input: Request with identification ID 

Output: Apply Re-encryption scheme and store it 
 

Data retrieval:  

By data owner 

Input: Request with Identification ID 

Output: Original Message 
 

7. CONCLUSION 

The threshold proxy re-encryption scheme 

supports encoding, forwarding, and partial 

decryption operations in a distributed way. To 

decrypt a message of k blocks that are encrypted 

and encoded to n codeword symbols, each key 

server only has to partially decrypt two codeword 

symbols in our system. By using the threshold 

proxy re-encryption scheme, we present a secure 

cloud storage system that provides secure data 

storage and secure data forwarding functionality in 

a decentralized structure. Moreover, each storage 

server independently performs encoding and re-

encryption and each key server independently 

perform partial decryption. 

 

8. FUTURE ENHANCEMENT 
    Our Key server performs the main role in 

our distributed storage system. This Key server 

performs the important role key management. But 

our proposed system doesn’t provide any security 

over this Key Server. The attacker or intruder can 

attack the key server to get the secret key because 

there is no security provided to the Secret Key. So 

as a future work we focus on key server for giving 

more secure to our storage system. To overcome 

this problem we are going apply the encoding over 

the secret key before it store in the Key server. The 

Key server can decode this encoded Secret Key. 
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