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Abstract:

The paper presents a clustering ensemble method based on ensemble clustering approach for mixed
data. A clustering ensemble is a paradigm that seeks to best combine the outputs of several clustering
algorithms with a decision fusion function to achieve a more accurate and stable final output.

Most traditional clustering algorithms are limited to handling datasets that contain either numeric or
categorical attribute and these algorithms were not generally scalable for large datasets. However; datasets
with mixed types of attributes are common in real life data mining applications. So a novel divide-and-
conquer technique is designed and implemented to solve this problem.

First, the original mixed dataset is divided into two sub-datasets: the pure categorical dataset and
the pure numeric dataset. Next, existing well established clustering algorithms designed for different types
of datasets are employed to produce corresponding clusters. Last, the clustering results on the categorical
and numeric dataset are combined as a categorical dataset, on which the categorical data clustering

algorithm is used to get the final clusters.

Keywords — Clustering, Novel divide-and-conquer, Mixed Dataset, Numerical Data, and

Categorical Data.
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I. Introduction

Data mining is the practice of automatically
searching large stores of data to discover patterns
and trends that go beyond simple analysis. Data
Mining models (prediction and description) are
achieved by using the following primary data
mining tasks: Classification, Regression, Clustering,
Summarization, and Dependency modelling and
Change and Deviation Detection. Clustering groups
elements in a data set in accordance with its
similarity such that elements in each cluster are
similar while elements from different clusters are
dissimilar. It involves analyzing or processing
multivariate data, such as: characterizing customer
groups based on purchasing patterns, categorizing
Web documents, grouping genes and proteins that
have similar functionality, grouping spatial
locations prone to earthquakes based on
seismological data, etc. Clustering ensembles or
clustering fusion is the integration of results from

various clustering algorithms using a consensus
function to yield stable results. The idea of
combining different clustering results (cluster
ensemble or cluster aggregation) emerged as an
alternative approach for improving the quality of
the results of clustering algorithms.

In this paper a cluster ensemble approach
using divide and conquer technique has been
designed and implemented to deal with such type of
mixed datasets. So, the initial dataset is divided into
sub datasets namely numerical and categorical.
Then clustering algorithms designed for numerical
and categorical datasets can be employed to
produce corresponding clusters. Finally, the
clustering results from the above step are combined
as a categorical dataset on which the same
categorical clustering algorithm or any other can be
used to produce the final output clusters.

II. Related Work
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A. Clustering Mixed Data

Most of the traditional clustering algorithms
are designed to focus either on numeric data or on
categorical data. The collected data in real world
often contain both numeric and categorical
attributes. It is difficult for applying traditional
clustering algorithm directly into these kinds of
data. Typically, when people need to apply
traditional distance-based clustering algorithms to
group these types of data, a numeric value will be
assigned to each category in this attributes. Some
categorical values, for example “low”, “medium”
and “high”, can easily be transferred into numeric
values. But if categorical attributes contain the
values like “red”, “white” and “blue” ... etc., it
cannot be ordered naturally.

Due to the differences in their features, in
order to group these assorted data, it is good to
exploit the clustering ensemble method which uses
split and merge approach to solve this problem.For
clustering mixed type attributes in [1] Ming-Yi Shih
presented a new two-step clustering method is
presented to find clusters on Mixed Categorical and
Numeric Data. Items in categorical attributes are
processed to construct the similarity or relationships
among them based on the ideas of co-occurrence;
then all categorical attributes can be converted into
numeric attributes based on these constructed
relationships. Finally, since all categorical data are
converted into numeric, the existing clustering
algorithms can be applied to the dataset without
pain.

Jongwoo Liml , Jongeun Jun2 in [2]
proposed a clustering framework that supports
clustering of datasets with mixed attribute type
(numerical, categorical), while  minimizing
information loss during clustering. They first utilize
an entropy based measure of categorical attributes
as a criterion function for similarity. Second, based
on the results of entropy based similarity, they
extract candidate cluster numbers and verify their
weighting scheme with pre-clustering results.
Finally, they cluster the mixed attribute type
datasets with the extracted candidate cluster
numbers and the weights.

Zhexue huang in[6] presented a k-
prototypes algorithm which is based on the k-means

paradigm but removes the numeric data limitation
whilst preserving its efficiency. In the algorithm,
objects are clustered against k prototypes. A
method is developed to dynamically update the k
prototypes in order to maximize the intra cluster
similarity of objects. When applied to numeric data
the algorithm is identical to the kmeans. To assist
interpretation of clusters we use decision tree
induction algorithms to create rules for clusters.
These rules, together with other statistics about
clusters, can assist data miners to understand and
identify interesting clusters.

Jamil Al-Shagsi and Wenjia Wang in [7]
present a clustering ensemble method based on a
novel three-staged clustering algorithm. Their
ensemble is constructed with a proposed clustering
algorithm as a core modeling method that is used to
generate a series of clustering results with different
conditions for a given dataset. Then, a decision
aggregation mechanism such as voting is employed
to find a combined partition of the different clusters.
The voting mechanism considered only
experimental results that produce intra-similarity
value higher than the average intra-similarity value
for a particular interval. The aim of this procedure
is to find a clustering result that minimizes the
number of disagreements between different
clustering results.

B. Cluster Ensemble

Clustering fusion is the integration of results
from various clustering algorithms using a
consensus function to yield stable results.

The idea of combining different clustering
results (cluster ensemble or cluster aggregation)
emerged as an alternative approach for improving
the quality of the results of clustering algorithms. It
is based on the success of the combination of
supervised classifiers. Given a set of objects, a
cluster ensemble method consists of two principal
steps: Generation, which is about the creation of a
set of partitions of these objects, and Consensus
Function, where a new partition, which is the
integration of all partitions obtained in the

generation step, is computed.
Generation Mechanisms:
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Generation is the first step in clustering ensemble
methods, in which the set of clusterings is generated
and combined. It generates a collection of
clustering solutions i.e., a cluster ensemble. Given a
data set of n instances X = {X1,X2, - - - ,Xn} an
ensemble constructor generates a cluster ensemble,

1 r .
represented as [[= {mT ,...,T } where r is the
ensemble size (the number of clustering in the
ensemble).

Each clustering solution ' is simply a partition of

the data set X into Ki disjoint clusters of instances,

1 1 1
represented as 7T = C 1,...Cx .

It is very important to apply an appropriate
generation process, because the ~nal result will be
conditioned by the initial clusterings obtained in
this step.

In the generation step there are no constraints
about how the partitions must be obtained.
Therefore, in the generation process different
clustering algorithms or the same algorithm with
different parameters initialization can be applied.

1) Consensus Functions: The consensus function
is the main step in any clustering ensemble
algorithm. In this step, the final data partition or
consensus partition P*, which is the result of any
clustering ensemble algorithm, is obtained.
However, the consensus among a set of
clusterings is not obtained in the same way in all
cases. There are two main consensus function
approaches: objects co-occurrence and median
partition.

III. A Cluster Ensemble Approach for
Clustering Mixed Data

C. Overview

In This approach, instead of k means that
assumes clusters are hyper-ellipsoidal and of
similar sizes and which can’t find clusters that vary
in size to cluster numerical dataset, Chameleon an
agglomerative hierarchical algorithm is chosen.
This is due to the fact that Chameleon considers the

internal characteristics of the clusters and can
automatically adapt to the merged clusters. Also it
can better model the degree of interconnectivity and
closeness between each pair of clusters than K
means. The existing Squeezer algorithm to cluster
categorical data is retained as it is suitable for
handling data streams and also can handle outliers
effectively.

Orqinal dataset Squeezer algorithm

Falegomcal dataset'—l Clustering resuHsI]
I Numerical dataseiH Clustering TE5U”5|r

Cluster ensemble

Final Clusters

divid
mae Chameleon algorthm

Figure 1.0verview of algorithm framework.

Algorithm

1. Splitting of the given data set into two parts.
One for numerical data and another for
categorical data.

2. Applying clustering Chameleon algorithms
for numerical data set.

3. Applying clustering Squeezer algorithms
for categorical data set.

4. Applying clustering Squeezer algorithms for
categorical data set

5. Combining the output of step 2 and step 3 as
cluster ensemble

6. Clustering the
algorithm.

3) Final resultant clusters.Chameleon algorithm:
Chameleon is a new agglomerative
hierarchical clustering algorithm that
overcomes the limitations of existing
clustering algorithms. The Chameleon
algorithm’s key feature is that it accounts
for both interconnectivity and closeness in
identifying the most similar pair of clusters.

results using squeezer
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Chameleon uses a two-phase algorithm, which
first partitions the data items into sub-clusters
and then repeatedly combines these sub-clusters
to obtain the final clusters. It first clusters the
data items into several sub-clusters that contain a
sufficient number of items to allow dynamic
modelling.
Chameleon wuses a dynamic modelling
framework to determine the similarity between
pairs of clusters by looking at their relative
interconnectivity (RI) and relative closeness
(RC). Chameleon selects pairs to merge for
which both RI and RC are high. That is, it selects
clusters that are well interconnected as well as
close together.
= Relative interconnectivity: Clustering
algorithms typically measure the absolute
interconnectivity between clusters Ci and Cj
in terms of edge cut—the sum of the weight
of the edges that straddle the two clusters,
which we denote EC(Ci, Gj ).
Relative interconnectivity between clusters
is their absolute interconnectivity
normalized with respect to their internal
interconnectivities. To get the cluster’s
internal interconnectivity, we sum the edges
crossing a min-cut bisection that splits the
cluster into two roughly equal parts.

Partion % ﬁj

the graph ﬁ’
4
b

Figure 2.0verview of chameleon algorithm
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Thus, the relative interconnectivity between
a pair of clusters C; and C; is:

__Eec.c)
- [Ec(c,)|+[EC(C))
2

= Relative closeness: Relative closeness
involves concepts that are analogous to

RIC,.C)

those developed for relative

interconnectivity.

The absolute closeness of clusters is the average
weight (as opposed to the sum of weights for
interconnectivity) of the edges that connect vertices
in Cj to those in C;j.

To get a cluster’s internal closeness, we take the
average of the edge weights across a min-cut
bisection that splits the cluster into two roughly
equal parts. The relative closeness between a pair of
clusters is the absolute closeness normalized with
respect to the internal closeness of the two clusters:

SEC(C,,C))
RC(C,,C))= J

C;
|c,.|+|cj.

i

|C,- | + |CJ'

SECIC,) +

1

EEC{CJ.}

Where ?EC(Ci ) and SEC(Cj ) are the average
weights of the edges that belong in_the min-cut

bisector of clusters Cj and C;j , and SEC(Cj , Cj ) is
the average weight of the edges that connect

vertices in Cj and C; . Terms IC; | and IC;j | are the
number of data points in each cluster.
» Advantages

Existing clustering algorithms find clusters that fit
some static model. Although effective in some
cases, these algorithms can break down—that is,
cluster the data incorrectly.

They break down when the data contains
clusters of diverse shapes, densities, and sizes.
Existing algorithms use a static model of the
clusters and do not use information about the nature
of individual clusters as they are merged.

4)Squeezer Algorithm:

The Squeezer algorithm has n tuples as input and
produces clusters as final results. Initially, the first
tuple in the database is read in and a Cluster Structure
(CS) is constructed with C {1}. Then, the
subsequent tuples are read iteratively. For each tuple,
by our similarity function, we compute its similarities
with all existing clusters, which are represented and
embodied in the corresponding CSs. The largest value
of similarity is selected out. If it is larger than the
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given threshold, denoted as s, the tuple is put into the
cluster that has the largest value of similarity. The CS
is also updated with the new tuple. If the above
condition does not hold, a new cluster must be created
with this tuple. The algorithm continues until all
tuples in the dataset are traversed.

The sub-function addNewClusterStructure() uses
the new tuple to initialize Cluster and Summary, and
then a new CS is created. The sub-function
addTupleToCluster() updates the specified CS with
new tuple. The subfunction simComputation(), which
makes use of information stored in the CS to get the
statistics based similarity.

Algorithm Squeezer(D,s) sim

Begin

1. While(D has unread tuple) {

Tuple=get Current Tuple(D)

If (tuple.tid==1) {
AddNewClusterStructure (tuple.tid)}
else {

for each existing cluster C

SimComputation(C,tuple)

. get the max value of similarity: sim_max
9 Get the corresponding Cluster Index: index
10. if sim_max>=s
11. addTuppleToCluster(tuple,index)

12. else

13 addNewClusterStructure(tuple.tid) }
14. } handle outliers()

15. output ClusteringResults()

End
» Advantages

%0 N oL R L

e The Squeezer algorithm only makes one scan
over the dataset, thus, is highly efficient for
disk resident datasets where the I/O cost
becomes the bottleneck of efficiency.

e The algorithm is suitable for clustering data
streams, where given a sequence of points, the
objective is to maintain consistently good
clustering of the sequence so far, using a small
amount of memory and time.

e Qutliers can be handled
directly.

e The algorithm does not require the number of
desired clusters as an input parameter. This is
very important for the user who usually does
not know this number in advance.

efficiently and

IV. Methodology

A divide and conquer approach for mixed
data using cluster ensemble works effectively either
on pure numeric data or on pure categorical data.

In this approach first, the original mixed
dataset is divided into two sub-datasets: the pure
categorical dataset and the pure numeric dataset.
Next, existing well established clustering
algorithms designed for different types of datasets
can be employed to produce corresponding clusters.
Here Chameleon algorithm is used for the numeric
dataset where as Squeezer is used for the
categorical dataset. In the Last step, the clustering
results on the categorical and numeric dataset are
combined as a categorical dataset, on which any
categorical data clustering algorithm can be used to
get the final clusters and Squeezer which was
previously used for categorical data is again used
for this purpose.

Algorithm

Stepl. Splitting of the given data set into two parts.
One for numerical data and another for categorical
data.

Step 2. Applying clustering chameleon algorithms
for numerical data set

Step 3. Applying clustering squeezer algorithms
for categorical data set

Step 4. Combining the output of step 2 and step 3

Step 5. Clustering the results using squeezer
algorithm.

Step6. Final cluster results.
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Input Original dataset

Splitting

Categorical dataset Numerical dataset

Apply /Squeezer Apply Chameleon

Clustering J output Clustering output

Combine

Cluster ensemble

Apply Squeezer

Output Final clusters

Figure 3.Algorithm for proposed framework

Experimental Results D. Adult Dataset
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Figure 4.Adult dataset
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Figure 5.Clustering mixed data with k=7 on Adult dataset

E. Credit approval dataset
The credit approval dataset has 690 instances, each being described by 6 numeric and 9 categorical
attributes. Instances were classified into two classes,”+” for approved label and “-“for rejected label.
The comparison has been done with k-prototype algorithm that has been applied on credit approval dataset

previously [10]. Clustering accuracy to measure clustering results is as follows:
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Figure 6. Credit approval dataset
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Figure 7. Clustering mixed data with k=8 on Credit Approval dataset

where n is the number of instances in the dataset,al
is the number of instances occurring in both cluster
I and its corresponding class, which has the
maximum value.
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Figure 8. Clustering accuracy vs. number of clusters

VI. Conclusions

Cluster analysis has been widely a tool to
various domains to discover the hidden and useful
patterns inside datasets. Previous clustering
algorithms mostly focus on either numeric or
categorical, recently, approaches for clustering
mixed attribute type datasets have been emerged,
but they are mainly based on transforming
categorical to numerical attributes. Such approaches
have disadvantages of poor results due to the loss of
information because important portion of attribute
values can be dropped out while transformation.
Therefore, the proposed framework approach
divides the pure categorical dataset and the pure
numeric dataset. Next, existing well established
clustering algorithms designed for different types of

datasets can be employed to produce corresponding
clusters. Here Chameleon algorithm is used for the
numeric dataset where as Squeezer is used for the
categorical dataset. Clustering results on the
categorical and numeric dataset are combined as a
categorical dataset, which allows integration of
other algorithms to produce corresponding clusters
which leads to a better clustering accuracy.

In future work, other clustering algorithms for
large scale dataset with mixed attribute types can be
explored, also some weighting schemes on existing
algorithms to perform well on their corresponding
type of attributes to improve the proposed
framework.
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