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----------------------------------------------------------*************************-----------------------------------------------------

Abstract: 

         Resist intruders and security related issue we must able to detects the intruder’s image. In this scenario 

set of images taken as input and stored in the database for reference in order to match the intruders face for 

face recognition system. Captured images data are corrupted in the database in case of   different appearance 

and different variety of expression in person face. Existing approaches like as Eigen faces or state of the art 

and low rank matrix decomposition algorithm did not work effectively in case variety of expression and 

different appearance in the intruder’s face. To solve the existing issues in this paper we propose an intellect 

face recognition using component analysis with hankel decomposition algorithm Identifies required person 

images regardless of expression, look style, eye and hair and in a dull background environment. Finally 

refined ability is added in order to differentiate the person identity which improved face recognition 

performance. 

----------------------------------------------------------*************************-----------------------------------------------------

I. INTRODUCTION 

Among many identity recognition approaches, the 

use of face images can be considered as the most 

familiar one due to rich uniqueness of human face. 

Other identity recognition such as fingerprint 

recognition required cooperative matters, which 

sometime might not always be implementing for 

real-world applications. Face images can be 

detected directly by the user, or face images can be 

captured indirectly by surveillance cameras. With 

the high needs for security related applications such 

as against terrorism and disguise, face recognition 

has been considered as an interesting topic for 

researchers in the areas of computer perception to 

detect the human face. To identify the problem of 

the face recognition, explore the function of features 

and properties of the current images stored in the 

database.  

To evaluate the unseen active image data from the 

same person will be used to evaluate the face 

recognition performance. It is important noting that, 

most prior works on face recognition set that both 

input training images and current image data are 

different variety of expression. To identify it the 

intellect of the well-designed face recognition 

algorithm, only current images are considered to be 

corrupted due to different environments or different 

type of expression in recent articles. While the input 

active image data might be loss, most first come 

works consider the training face images to be taken 

under a well-controlled setting. Apply these 

approaches for face recognition scenarios, one will 

need to remove disturbed training images and 

encounter the small sample problems on the face 

images. The corrupted training face images might 

give up some worth information for face 

recognition process. In identification, any available 

information explored from the face images could be 

the key to identification for researchers and 

investigators. Eigen faces or Laplacian faces are 

sample face recognition techniques which aim at 
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extracting proper functions and features from face 

images for recognition using nearest neighbor or 

support vector machines. Fisher faces can explore 

refined features for face recognition; number of 

training input images data will cause problems 

when doing the calculation of the inverse of the data 

hankel matrices. To solve this problem decompose 

the derived Eigen space and use an Eigen spectrum 

model for effective and valid face recognition. The 

above approaches are not well designed to deal with 

corrupted or loss training data, and thus their face 

recognition results will be sensitive to the sparse or 

noise such as occlusion and disturbed. A recent 

method worked on the intellect principle component 

analysis has been proposed to work with data in 

which sparse noise is presented. Low-rank matrix 

recovery can be to provide promising results. Even 

though such functions have been displayed to be 

capable of identifying a set of representative bases 

from noise data. Sparse representation-based 

classification showed very improving results on 

face recognition, which considers each test image as 

a sparse linear combination of the training 

instances. Sparse representation based classification 

solves a minimization problem for a test input 

images by inheriting the sparse data for the training 

data, and recognition is achieved based on the 

minimum class-wise reconstruction error. 

It has been shown in that if the captured image is 

corrupted due to face occlusion, Spares 

representation based classification is able to provide 

the excellent intellect and produces assuring 

performance. Spare representation based 

classification does not allow noise data for training 

otherwise the performance will be decomposed as 

we verify in our experiments. Inspired by Sparse 

representation based c\lassification, we propose a 

linear minimization algorithm to dal with face 

disordered problems. To better handle corrupted 

images integrate a random field for contiguous 

noise into sparse representation based classification. 

Modify the Sparse representation based 

classification framework for handling outlines such 

as noise in face images. Unfortunately, the above 

Sparse representation based classification algorithm 

based methods might not generalize well if both 

training and test images data are corrupted, because 

none of them consider the possible way of 

corruption of training face images. 

 We find the problem of intellect face recognition 

with low rank matrix in this paper, in which both 

current and test images data were corrupted from 

the database. We don’t have the knowledge on the 

type of noises images. We will show that the direct 

use of dimension reduction techniques for captured 

images and testing would degenerate the 

performance with the presence of corrupted data. To 

address this problem, we are going into an Intellect 

Face Recognition using Component Analysis with 

Pixel Low Rate and Dimension Reduction or 

decomposition, which allows converting raw face 

image data into a set of representative bases with a 

corresponding sparse error and data matrix. We 

ordered the inherited basis matrix with a structural 

incoherence privileges. The introduction of such 

incoherence between the bases of the images 

explored from the different classes would provide 

additional ability to our framework to differentiate 

the structure of the images. Our experiments will 

verify the effectiveness and intellect of our method, 

and we will show that our method outperforms 

existing sparse representation based classification 

approaches when both training and test captured 

image data are corrupted by a variety of noise or 

variations. 

II. RELATED WORKS 

A. Hankel Decomposition 

Hankel Decomposition is the first phase of the 

intellect face recognition algorithm going to work 

effectively with the training and current images in 

the system. Hankel Decomposition algorithms 

which decompose the captured images and training 

images from the user which means that it reduces 

the dimension of the input images and it split the 

image data matrix into two phases as original data 

matrix and error matrix. In original data matrix it 

only contains the original data of the images in one 

dimension after removing the noise in the input 

images. In error matrix it only contains the error 

data of the input images which means that it has 

only noise data of the images that has been kept in 

the database to identify or remove the noise for the 

test images of the system. 
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So Hankel Decomposition process work effectively 

in order to split the original data and error data from 

the captured input image, it decomposed from the 

multiple dimension of the images into one 

dimension in order to decompose the original data 

and error data for effective face recognition. 

B. Structural Measures 

Structural Measures concentrate on the measuring 

the principle component analysis of the captured 

input images and test images in order to identify the 

face recognition. Structural measures process 

mainly added for discriminating ability to the 

captured training images and test images in order to 

perform the face recognition. Structural measures of 

the captured training images and test images is 

concentrated on the analysis of the principle 

component of the face images like eye, nose, ears 

and mouth, it measures the length of each 

component in the one dimensional reduction images 

using principle component analysis. It identifies 

each component of the face by identifying the 

sudden variation of the pixels of the captured 

component of the training images and test images. 

If detects the variation the of intensity value of the 

pixel in the human images then it store the 

component analysis data of the input images 

captured and it stores the information of the 

captured data to the database for face recognition. 

C. Project Input Data 

Project Input data is used for projection of current 

test images from the captured training images from 

the database. Set of Training images will be 

captures for the persons after the hankel 

decomposition is performed in order to reduce the 

dimension of the input images and training images 

and it performs decomposing an images into 

original matrix and error matrix. Then its store that 

original matrix and error matrix data to the database 

in order to provide the details for face recognition 

for the current test images. After then it performs 

the structural measures in order perform the 

principle component analysis, to calculate the 

information from the training images like ears, 

nose, eye and mouth and then it store the 

information to the database. So project input data 

performs the projection of current test images from 

the details providing from the database from the 

performed hankel decomposition data and structural 

measures data with the help of that it performs the 

projection of the current test images and projected 

to the level of training images for face recognition. 

D. Perform SRC to classify 

Perform sparse representation based classification 

algorithm to classify the processed data and make a 

compare with the trainings images data and current 

test images data. If it matched to the parameter level 

of the data with training images and current test 

images then the current test image recognized in the 

intellect face recognition. Sparse representation 

classification based algorithm performs the compare 

of training images and test images and provides the 

efficient graph to identify the face recognition for 

the test images and training images. Project Input 

data is used for projection of current test images 

from the captured training images from the 

database. Set of Training images will be captures 

for the persons after the hankel decomposition is 

performed in order to reduce the dimension of the 

input images and training images and it performs 

decomposing an images into original matrix and 

error matrix. Hankel Decomposition process work 

effectively in order to split the original data and 

error data from the captured input image, it 

decomposed from the multiple dimensions of the 

images into one dimension in order to decompose 

the original data and error data for effective face 

recognition. Both performed the process of the face 

recognition and it performs the sparse 

representation classification in order to identify the 

intruders face in the face recognition systems. 
 

III. HANKEL MATRIX RECOVERY 

WITH STRUCTURAL MEASURES FOR 

FACE RECOGNITION 

 

A. Face Recognition with Hankel Matrix Recovery 

and Structural Measures  

Hankel Decomposition is the first phase of the 

intellect face recognition algorithm going to work 

effectively with the training and current images in 

the system. Hankel Decomposition algorithms 
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which decompose the captured images and training 

images from the user which means that it reduces 

the dimension of the input images and it split the 

image data matrix into two phases as original data 

matrix and error matrix. In original data matrix it 

only contains the original data of the images in one 

dimension after removing the noise in the input 

images. In error matrix it only contains the error 

data of the input images which means that it has 

only noise data of the images that has been kept in 

the database to identify or remove the noise for the 

test images of the system.So Hankel Decomposition 

process work effectively in order to split the 

original data and error data from the captured input 

image, it decomposed from the multiple dimension 

of the images into one dimension in order to 

decompose the original data and error data for 

effective face recognition. 
 

 
 

 

Structural Measures concentrate on the measuring 

the principle component analysis of the captured 

input images and test images in order to identify the 

face recognition. Structural measures process 

mainly added for discriminating ability to the 

captured training images and test images in order to 

perform the face recognition. Structural measures of 

the captured training images and test images is 

concentrated on the analysis of the principle 

component of the face images like eye, nose, ears 

and mouth, it measures the length of each 

component in the one dimensional reduction images 

using principle component analysis. It identifies 

each component of the face by identifying the 

sudden variation of the pixels of the captured 

component of the training images and test images. 

If detects the variation the of intensity value of the 

pixel in the human images then it store the 

component analysis data of the input images 

captured and it stores the information of the 

captured data to the database for face recognition. 
 

Training Images 

 

 
 

Project Input data is used for projection of current 

test images from the captured training images from 

the database. Set of Training images will be 

captures for the persons after the hankel 

decomposition is performed in order to reduce the 

dimension of the input images and training images 

and it performs decomposing an images into 

original matrix and error matrix. Then its store that 

original matrix and error matrix data to the database 

in order to provide the details for face recognition 

for the current test images. After then it performs 

the structural measures in order perform the 

principle component analysis, to calculate the 

information from the training images like ears, 

nose, eye and mouth and then it store the 

information to the database. So project input data 

performs the projection of current test images from 

the details providing from the database from the 

performed hankel decomposition data and structural 

measures data with the help of that it performs the 

projection of the current test images and projected 

to the level of training images for face recognition. 

Perform sparse representation based classification 
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algorithm to classify the processed data and make a 

compare with the trainings images data and current 

test images data. If it matched to the parameter level 

of the data with training images and current test 

images then the current test image recognized in the 

intellect face recognition. Sparse representation 

classification based algorithm performs the compare 

of training images and test images and provides the 

efficient graph to identify the face recognition for 

the test images and training images. Project Input 

data is used for projection of current test images 

from the captured training images from the 

database. Set of Training images will be captures 

for the persons after the hankel decomposition is 

performed in order to reduce the dimension of the 

input images and training images and it performs 

decomposing an images into original matrix and 

error matrix. Hankel Decomposition process work 

effectively in order to split the original data and 

error data from the captured input image, it 

decomposed from the multiple dimensions of the 

images into one dimension in order to decompose 

the original data and error data for effective face 

recognition. Both performed the process of the face 

recognition and it performs the sparse 

representation classification in order to identify the 

intruders face in the face recognition systems. 
 

IV. EXPERIMENTS 

 

We conduct experiments on the training images and 

test images and stored the processed details in the 

database and tested with the hankel matrix recovery 

with structural measures for face recognition it’s 

worked as expected. Hankel matrix recovery with 

structural algorithm recognized the face images than 

the low matrix recovery algorithm.  
 

 

 

 

 Then its store that original matrix and error matrix 

data to the database in order to provide the details 

for face recognition for the current test images. 

After then it performs the structural measures in 

order perform the principle component analysis, to 

calculate the information from the training images 

like ears, nose, eye and mouth and then it store the 

information to the database. So project input data 

performs the projection of current test images from 

the details providing from the database from the 

performed hankel decomposition data and structural 

measures data with the help of that it performs the 

projection of the current test images and projected 

to the level of training images for face recognition. 

Perform sparse representation based classification 

algorithm to classify the processed data and make a 

compare with the trainings images data and current 

test images data. If it matched to the parameter level 

of the data with training images and current test 

images then the current test image recognized in the 

intellect face recognition. 
 

V. CONCLUSION 

We presented a structurally measures with Hankel 

matrix decomposition algorithm for intellect face 

recognition. The introduction of structural measures 

between Hankel matrices promotes the 

discrimination between different classes, and thus 

the associated models exhibit excellent 

discriminating ability. Future work involved to 

work efficiently on the dark background and noise 

images for intellect face recognition. Our method 

has shown that it performs well than the low matrix 

recognition algorithm and it worked well the noise 

images and different variety of expression of the 

human images.  We have given the detailed 

descriptions; derivations for the proposed intellect 

solution for the existing problems can be solved. 

Our Hankel matrix decomposition algorithm for 

intellect face recognition performs well in face 

recognition. 
 

 

 

 



International Journal of Computer Techniques - Volume 2 Issue 2, Mar - Apr 2015 

 

ISSN: 2394-2231                                   http://www.ijctjournal.org Page 108 

 

REFERENCES 
 

[1] W. Zhao, R. Chellappa, P. Phillips, and A. 

Rosenfeld, “Face recognition:A literature survey,” ACM 

Comput. Surv., vol. 35, no. 4, pp. 399–458,2003. 

[2] J. Wright, A. Yang, A. Ganesh, S. Sastry, and Y. Ma, 

“Intellect facerecognition via sparse representation,” 

IEEE Trans. Pattern Anal. Mach.Intell., vol. 31, no. 2, 

pp. 210–227, Feb. 2009. 

[3] A. Wagner, J. Wright, A. Ganesh, Z. Zhou, H. 

Mobahi, and Y. Ma,“Toward a practical face recognition 

system: Intellect alignment and illumination by sparse 

representation,” IEEE Trans. Pattern Anal. Mach. 

Intell., vol. 34, no. 2, pp. 372–386, Feb. 2012. 

[4] A. Jain, B. Klare, and U. Park, “Face matching and 

retrieval in forensics applications,” IEEE MultiMedia, 

vol. 19, no. 1, pp. 20–28, Jan. 2012. 

[5] M. Turk and A. Pentland, “Face recognition using 

eigenfaces,” in Proc. IEEE Comput. Soc. Conf., Comput. 

Vis. Pattern Recognit., CVPR,Jun. 1991, pp. 586–591. 

[6] P. N. Belhumeur, J. P. Hespanha, and D. J. 
Kriegman, “Eigenfaces vs.Fisherfaces: Recognition 

using class specific linear projection,” IEEE Trans. 

Pattern Anal. Mach. Intell., vol. 19, no. 7, pp. 711–720, 

Jul. 1997. 

[7] X. He, S. Yan, Y. Hu, P. Niyogi, and H. Zhang, 

“Face recognition using Laplacianfaces,” IEEE Trans. 

Pattern Anal. Mach. Intell., vol. 27, no. 3, pp. 328–340, 
Mar. 2005. 

[8] X. Jiang, B. Mandal, and A. Kot, “Eigenfeature 

regularization and extraction in face recognition,” IEEE 

Trans. Pattern Anal. Mach. Intell., vol. 30, no. 3, pp. 

383–394, Mar. 2008. 

[9] F. De la Torre and M. Black, “A framework for 

intellect subspace learning,” Int. J. Comput. Vis., vol. 54, 

no. 1, pp. 117–142, 2003. 

[10] Q. Ke and T. Kanade, “Intellect L1 norm 

factorization in the presence of outliers and missing data 

by alternative convex programming,” Ph.D. 

dissertation, Dept. Comput. Sci., Carnegie Mellon Univ., 

Pittsburgh, PA, USA, 2005. 

[11] E. Candès, X. Li, Y. Ma, and J. Wright, “Intellect 

principal component analysis?” J. ACM, vol. 58, no. 3, 

article no. 11, 2011. 

[12] Z. Zhou, A. Wagner, H. Mobahi, J. Wright, and Y. 

Ma, “Face recognitionwith contiguous occlusion using 

Markov random fields,” in Proc. IEEE 

12th Int. Conf. Comput. Vis., Oct. 2009, pp. 1050–1057. 
WEI et al.: INTELLECT FACE RECOGNITION WITH 

STRUCTURALLY INCOHERENT LOW-RANK 

MATRIX DECOMPOSITION 3307 

[13] M. Yang and L. Zhang, “Gabor feature based sparse 

representation for face recognition with Gabor occlusion 

dictionary,” Ph.D. dissertation, Dept. Comput., Hong 

Kong Polytechnic Univ., Hong Kong, China, 2010. 

[14] M. Yang, L. Zhang, J. Yang, and D. Zhang, 

“Intellect sparse coding for face recognition,” in Proc. 

IEEE Conf., Comput. Vis. Pattern Recognit., CVPR, Jun. 

2011, pp. 625–632. 

[15] F. De la Torre and M. Black, “Intellect principal 

component analysisfor computer vision,” in Proc. IEEE 

8th Int. Conf. Comput. Vis. ICCV,Jul. 2001, pp. 362–

369. 

[16] Z. Lin, M. Chen, L. Wu, and Y. Ma, “The 

augmented Lagrange multiplier. 


