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ABSTRACT

Data mining technology has emerged as a meansddotifying patterns and trends from large quarsitédata.
The Data Mining technology normally adopts datagnation method to generate Data warehouse, orhvthigather all
data into a central site, and then run an algorifigainst that data to extract the useful Modulalietien and knowledge
evaluation. However, a single data-mining technitpas not been proven appropriate for every domaih agata set.
Data mining techniques involving in such compleximnment must encounter great dynamics due to gdwin the
system can affect the overall performance of tretesy. Distributed data mining is originated frone tieed of mining
over decentralized data sources. The field of bigsted Data Mining (DDM) deals with these challesge analyzing
distributed data and offers many algorithmic solusi to perform different data analysis and miniqgerations in a
fundamentally distributed manner that pays carefigntion to the resource constraints. This paper survey concerned
with Distributed Data Mining algorithms, methodsdanends in order to discover knowledge from distried data in an

effective and efficient way.
KEYWORDS: Distributed Data Mining, Grid Computing, Ensembé&arning, Multi Agent Systems
INTRODUCTION

The continuous developments in information and comioation technology have recently led to the apgeze
of distributed computing environments, which corsprseveral, and different sources of large voluofiekta and several
computing units. The most prominent example of stritiuted environment is the Internet, where insiegly more
databases and data streams appear that deal wétakareas, such as meteorology, oceanographgpegoand others.
In addition the Internet constitutes the commumicatmedium for geographically distributed inforneati systems,
as for example the earth observing system of NAS#s (gsfc.nasa.gov). Other examples of distributett@nments that
have been developed in the last few years are seesworks for process monitoring and grids whetarge number of
computing and storage units are interconnected avégh-speed network.

The application of the classical knowledge discpy@iocess in distributed environments requiresciiection
of distributed data in a data warehouse for cemratessing. However, this is usually either inetffee or infeasible for

the following reasons:

» Storage Cost:lt is obvious that the requirements of a centtatage system are enormous. A classical example
concerns data from the astronomy science, and iaflgemages from earth and space telescopes. e
such databases is reaching the scales of exatiyfifbytes) and is increasing at a high pace. The @kesiivrage

of the data of all telescopes of the planet woalfuire a huge data warehouse of enormous cost.

e Communication Cost: The transfer of huge data volumes over networkhirtigke extremely much time and also

require an unbearable financial cost. Even a sn@ilime of data might create problems in wirelessvoek
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environments with limited bandwidth. Note also tbammunication may be a continuous overhead, astdited
databases are not always constant and unchang€&ablie contrary, it is common to have databasasdte
frequently updated with new data or data streamsat thconstantly record information

(e.g. remote sensing sports statistics, etc.).

» Computational Cost: The computational cost of mining a central dataelvause is much bigger than the sum of
the cost of analyzing smaller parts of the datadbald also be done in parallel. In a grid, foamwle, it is easier
to gather the data at a central location. Howeaatistributed mining approach would make a bettptaitation

of the available resources.

e Private and Sensitive Data:There are many popular data mining applicatioas deal with sensitive data, such
as people’s medical and financial records. Therakmbllection of such data is not desirable aputs their
privacy into risk. In certain cases (e.g. bankitgecommunication) the data might belong to diffreerhaps

competing, organizations that want to exchange kedge without the exchange of raw private data.

Distributed Data Mining (DDM) (Fu, 2001; Park & Kamta, 2003) is concerned with the applicationhaf t
classical Data Mining procedure in a distributedhpating environment trying to make the best ofdheilable resources
(communication network, computing units and databpdata Mining takes place both locally at eaistributed site and
at a global level where the local knowledge is fuse order to discover global knowledge. A typieathitecture of a
DDM approach is depicted in Figure 1. The first ghanormally involves the analysis of the local Hate at each
distributed site. Then, the discovered knowledgeissally transmitted to a merger site, where thegimtion of the
distributed local models is performed. The resaftstransmitted back to the distributed databasethat all sites become
updated with the global knowledge. In some apprescinstead of a merger site, the local modelsbasadcasted to
all other sites, so that each site can in paratiehipute the global model. Distributed databases maag homogeneous or
heterogeneous schemata. In the former case, ttiteutds describing the data are the same in eathildited database.
This is often the case when the databases belothg teame organization (e.g. local stores of anghhi the latter case the
attributes differ among the distributed databades.certain applications a key attribute might beesent in the
heterogeneous databases, which will allow the &ssme between tuples. In other applications thgeh attribute for

prediction might be common across all distributathtiases.
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Figure 1: Typical Architecture of Distributed Data Mining Approaches
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DDM ON GRID

The Grid is a distributed computing infrastructdhat enables coordinated resource sharing withimaohyc
organizations consisting of individuals, institutsy and resources. The main aim of grid compusrtg give organizations
and application developers the ability to creastriiuted computing environments that can utiliaenputing resources on
demand. Grid computing can leverage the computawgep of a large numbers of server computers, dpsRi@s, clusters
and other kind of hardware. Therefore, it can hialpease efficiencies and reduce the cost of coimgputetworks by
decreasing data processing time and optimizinguress and distributing workloads, thereby allowirsgrs to achieve

much faster results on large operations and atrloogts.

A grid is a geographically distributed computatiofrastructure composed of a set of heterogeneashimes
that users can access via a single interface. & gnvironment provides high performance computiaglifies and
transparent access to them in spite of their redam&tion, different administrative domains anddveare and software
heterogeneous characteristics. Grid computing fgesvia novel distributed environment, computatiomaldel, and
unprecedented opportunities for unlimited computimgd storage resources. It's distinguished fromveotional
distributed computing by its focus on large-scaésource sharing, innovative applications, and, dmes cases,
high-performance orientation. Grids can be usedftextive infrastructures for distributed high-perhance computing

and data processing.
DDM TECHNIQUES

The increasing demand to scale up to massive dataisherently distributed over a network with lied
bandwidth and computational resources availablevateid the development of the techniques of DDMnunber of

approaches and techniques have been proposeeratuites.

Some data mining techniques can be used to adapt. BAyesian methods were developed in the framewbrk
statistics for many years. Last ten years, theyevegplied in the problems of data mining. Decigree is well-known in
data mining. Decision tree technique has been irs&DM. Some statistical techniques such as bagdioegsting and
stacking etc., would be extended to combine logaders in a distributed environment. The technicgiesh as Multi-agent
Systems, ensemble learning, similarity-based aneative data mining [10] are presented in DDM H#wires.

This section mainly present the DDM techniques aseMulti-agent Systems and ensemble learning.
Agent-Based

Multi-Agent Systems (MAS) is a system composedesesal agents, capable of reaching goals that iffreutt
to achieve by an individual system. MAS is the agireg sub field of artificial intelligence that ainte provide both
principles for construction of complex systems iwvirgg multiple agents and mechanisms for coordoratf independent
agents’ behaviors. Several efforts have been ddvotenable DDM through Mass. In [3] the authorsspnt a MAS for
context-based distributed data mining. MAS is fundatally designed for collaborative problem solvingdistributed
environments. An agent-based data mining systemniatural choice for mining large sets of inhesediktributed data.

Many DDM system such as JAM [4], are based on raglént techniques.

The authors describe a parallel/distributed dataingisystem PADMA (parallel Data Mining Agents) theses

software agents for local data accessing and amabysd a Web based interface for interactive dasaalization.
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PADMA has been used in medical applications. Ann&fpased meta-learning system for large-scale datdang
applications, which is called JAM (Java Agents Kbeta-learning), is described. JAM was empiricalialeated against
real credit card transaction data where the tadgé&t mining application was to compute predictivedsis that detect
fraudulent transactions. However, these works amiding on one of the many steps in data miningayRa is a
Java-based system addressing wide-area distribdstd mining over clusters of heterogeneous dates sénd
meta-clusters. It supports different task and mtadi model strategies including C4.5. Mobile datiaming agents move
data, intermediate results, and models betweerntectuso perform all computation locally and reduwtwork load,
or from local sites to a central root which produtiee final result. Each cluster has one distingdsnode which acts as
its cluster access and control point for the agegbt®rdination of the overall clustering task iher done by a central root
site or distributed to the (peer-to-peer) netwofklaster access points. Papyrus supports varicethads for combining
and exchanging the locally mined predictive modeld metadata required to describe them by usirgeeia markup
language. Klusch et al. also proposed a kernelityegstimation based clustering scheme for agesethalistributed data

clustering [1].

The resource-constrained distributed environmehtB@M and the need for collaborative approach ttveso
many of the problems in this domain make multi-dgepstems-architecture an ideal candidate for eafitin
development. The power of multi-agent systems @fulther enhanced by integrating efficient dataing capabilities
and DDM algorithms may offer a better choice forltragent system since they are designed to detll distributed

systems.

Agent in MAS need to be proactive and autonomowgems perceive their environment, dynamically reasat
actions based on conditions, and interact with estbler. In some applications the knowledge of thents that guide
reasoning and action depend on the existing dothaiory. However, in many complex domains this krealge is a result
of the outcome of empirical data analysis in additto pre-existing domain knowledge. Scalable asislpf data may
require advanced data mining for detecting hiddattepns, constructing predictive models, and idgnty outliers,
among others. In a multi-agent system this knowdeidgusually collective. This collective intelligan of a multi-agent
system must be developed by distributed domain kedye and analysis of distributed data observeditigrent agents.
Such distributed data analysis may be a non-trjyi@blem when the underlying task is not completidgomposable and
computing resources are constrained by severabriactuch as limited power supply, poor bandwidthneztion, and

privacy sensitive multi-party data, among others.
Ensemble Learning

Ensemble methods are gaining more and more atteittithe machine-learning and data mining commesiti
By definition, an ensemble is a group of learningdels whose predictions are aggregated to givdinlaé prediction.
It is widely accepted that an ensemble is usuadiite than a single classifier given the same amofirtraining
information. A number of effective ensemble generatlgorithms have been invented during the pastde, such as
bagging (Breiman, 1996), boosting Freund and Scbeapi996), arcing (Breiman, 1998) and random forest
(Breiman, 2001). The effectiveness of the ensemmathods relies on creating a collection of diveyse accurate learning
models. Two costs associated with ensemble methdshat they require much more memory to stor¢halllearning

models, and it takes much more computation timgetba prediction for an unlabeled data point. Alijio these extra
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costs may seem to be negligible with a small retedata set, they may become serious when the dlsenethod is
applied to a large scale real-world data set. &, fa large scale implementation of ensemble legroan easily generate

an ensemble with thousands of learning models ¢6#mrd Kim, 2001).

A number of effective ensemble generation algorghinave been invented during the past decade, sich a
bagging (Breiman, 1996), boosting (Freund and Scbapl996), arcing (Breiman, 1998) and random fores
(Breiman, 2001). The effectiveness of the ensemmathods relies on creating a collection of diveysg accurate learning
models. Ensemble-based distributed data-miningnigcles enable large companies (like Wal Mart) state data at
hundreds of different locations to build learningdels locally and then combine all the models taurfe prediction and

knowledge discovery.

The storage and computation time will become nowiatr under such circumstances. There are two main
advantages of DDM using ensembles. The first adgpgntan be obviously seen when the local modeluishnsmaller
than the local data: sending only the model thdsiges the load on the network and the network batidwequirement.
The second one is that sharing only the modele&usbf the data, gains reasonable security for svganizations since it
overcomes issues of privacy. Most DDM algorithms designed upon the potential parallelism theyagply over the
given distributed data. Typically the same alganitbperates on each distributed data site conclyrgmoducing one
local model per site. Subsequently all local modets aggregated to produce the final model. Innessehe success of
DDM algorithms lies in the aggregation. Each localdel represents locally coherent patterns, butslaetails that may
be required to induce globally meaningful knowledger this reason, many DDM algorithms require atiaization of a
subset of local data to compensate it. Thereforiinmum data transfer is another key attribute of guccessful

DDM algorithm. In this section, we present a litera review on DDM algorithms.
Distributed Classifier Learning

Most distributed classifiers have their foundatiomgnsemble learning (Dietterich, 2000; Opitz & da, 1999;
Bauer & Kohavi, 1999; Merz & Pazzani, 1999). Theanble approach has been applied in various donmimngrease
the classification accuracy of predictive models.ptoduces multiple models (base classifiers) —icalfy from
“homogeneous” data subsets — and combines thenmhtanee accuracy. Typically, voting (weighted or weighted)

schemes are employed to aggregate base classifiers.
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Figure 2: Meta Learning from Distributed Homogeneows Data Sites
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The ensemble aproach is directly applicable todistributed scenario. Different models can be gateer at
different sites and ultimately aggregated usingeeride combining strategies. Fan, et al. (Fan, &t&lfZhang, 1999)
discussed an Adaboost-based ensemble approacksipédtspective. Breiman (Breiman, 1999) considekedng as a
mean to aggregate multiple blocks of data, esggcial on-line setting. An experimental investigati@f Stacking
(Wolpert, 1992) for combining multiple models waported elsewhere (Ting & Low, 199'Homogeneous Distributed
Classifiers. One notable ensemble approach to learn distributddssifier is meta-learning framework
(Chan & Stolfo, 1993b, 1993a, 1998). It offers ayw@ mine classifiers from homogeneous, distributiata.
In this approach, supervised learning techniquesfiast used to learn classifiers at local datassithen meta-level
classifiers are learned from a data set generatieg the locally learned concepts. The meta-lez@irling may be aplied
recursively, producing a hierarchy of meta-classifi Java Agent for Meta-learning is reported -efsre
(Stolfo et al., 1997; Lee, Stolfo, & Mok, 1999). Mdearning follows three main steps

» Concrete base classifiers at each site using aifitadearning algorithms.

» Collect the base classifiers at a central sited&®e meta-level data from a separate validatioausgtpredictions

generated by the base classifier on it.
» Generate the final classifier (meta-classifiernfrmeta-level data.

Learning at the meta-level can work in many différerays. For example, we may generate a new datasej
the locally learned classifiers. We may also mawaes of the original training data from the locadésj blend it with the
data artificially generated by the local classgieand then run any learning algorithm to learnrtteta-level classifiers.
We may also decide the output of the meta-classifig counting votes cast by different base classfi
The following discourse notes two common technidfoesneta-learning from the output of the basesifeess are briefly

described in the following.

* The Arbiter Scheme: This scheme makes use of a special classificleccalbiter, for deciding the final class
prediction for a given feature vector. The arbitelearned using a learning algorithm. Classifimatis performed
based on the class predicted by the majority ofbdwee classifiers and the arbiter. It there i®athie arbiter’s

prediction gets the preference.

» The Combiner Scheme: The combiner schme offers an alternate way to oparf meta-learning.
The combiner classifier is learned in either of fhkbowing ways. One way is to learn the combinenf the
correct classification and the base classifier otstpAnother possibility is to learn the combinesnf the data
comprised of the feature vector of the trainingregtes, the correct classifications, and the dataprsed of the

feature vector of the training examples, the carectassifications, and the base classifier outputs.

Either of the above two techniques can be iterbtivesed resulting in a hierarchy of meta-classifier

Figure 2 shows the overall architecture of the redaning framework.

Meta-learning illustrates two characteristics of @Dalgorithms — parallelism and reduced communicatio
All base classifiers are generated in parallel evitected at the central location along with théidagion set, where the

communication overhead is negligible compared ¢ottansfer of entire raw data.

Distributed Learning with Knowledge Probing (DLKEBuo & Sutiwaaphun, 2000) is another meta-learning
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based technique to produce a global model by agtireglocal models. Knowledge probing was initigtlyoposed to
extract descriptive knowledge from a black box mpdach as neural network. The key idea is to pralescriptive
model from data whose class values are assignheditgck box model. DLKP is an extension of knowkeggobing to a

homogeneous distributed data setting. It workoHlgvis:
* Generate base classifiers at each site using efttielf classifier learning algorithms.
» Select a set of unlabeled data for the probing set.
» Prepare probing data set by combining predictioms fall base classifiers.
e Learn a final model directly from the probing set.

In step 3, a probing data set can be generated wsilous methods such as uniform voting, traineztligtor,
likelihood combination, etc. The main differencetomen meta-learning and DLKP is the second learrphgse.
In meta-learning, special type of classifiers (retessifier) are trained to combine or arbitrate tutputs of the local
models. The final classifier includes both metassifiers and local (base) models. In contrast, DiiBduces a final

descriptive model that is learned from the proldatp set as its final classify.

Gorodetski and his colleagues (Gorodetski, SkorRapyack, & Karsaev, 2000) addressed distributaxdhieg in
data fusion systems within the meta-learning pgradiForbase classifiers, they developed a technique that learns a wide
class of rules from arbitrary formulas of first erdogic. This is particularly applied as a vistethnique to learn rules
from databases. to overcome deficiencies of laining (base classifiers), they adopted a randmirapproach to select

subsets of attributes and cases that are requiriedin rules from distributed data, which resinta meta-level classifier.

Heterogeneous Distributed Classifiers. The ensemble learning based approach offers wgeasifor mining from
homogeneous data sites. However, it is not strimighérd to apply to heterogeneous distributed diténeterogeneous
distributed data, we observe the incomplete knogdedbout the complete data set. Different local ef®depresent
disjoint regions of the problem and DDM has to depea global data model, associations, and otht#enmas with only
limited access to the features observed at non-lsitas. For this re3ason, it is generally beliewbdt mining of
heterogeneous distributed data is more challengiige issues in mining from heterogeneous data ssudsed in
(Provost & Buchaman, 1995) from the perspectivandiictive bias. This work notes that such hetereges partitioning
of the feature space can be addressed by decorgpti®nproblem into smaller sub-problems when theblem is

site-wise decomposable. However, this approaaboisdstrictive to handle problems that involve lirgite correlations.

The WORLD system (Aronis, Kulluri, Provost, & Buctan, 1997) addressed the problem of concept legarnin
from heterogeneous sites by developing an “actiwaspreading” approach. This approach first congptite cardinal
distribution of the feature values in the indivitlwata sets. Next, this distribution information gsopagated across
different sites. Features with strong correlatith¢he concept space are identified based on teedider statistics of the
cardinal distribution. Since the technique is basedhe first order statistical approximation oé ttnderlying distribution,

it may not be appropriate for data mining problevh&re concept learning requries higher order $izgis

An ensemble approach to combine heterogeneous Wassifiers is proposed in (Tumer & Ghosh, 2000).
It especially uses an order statistics-based tgdenior combining high variabnce models generateoh fheterogeneous

sites. The techniques works by ordering the prexfistof different classifiers and using them inagpropriate manner.
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The paper gives seveal methods, including selecm@ppropriate order statistic as the classifiet taking a linear
combination of some of the order statistics (“Sgfeand “Trimmed mean” classifiers). It also analyhe error of such a
classifier in various situations. Although theseht@ques are more robust than other ensemble lrasddls, they do not

consider global correlations.

Park and his colleagues (Park et al., 2002) na@eahy inter-site pattern cannot be captured byagwgegation of
heterogeneous local classifeirs. To detect sudienpat they first identify a subset of data that ktal classifier can not
classify with a high confidence. Identified subsemerged in a central site and another classflientral classifier) is
constructured from it. When a combination of lockassifier can not classify an unseen data witligh bonfidecne, the
central classifier is used instead. This approadtibés a better performance than a simple aggiegatf local models.

However, its performance is sensitive to the sarajze (or, confidence threshold).
Distributed Association Rule Mining

Agrawal and Shafer (1996) discuss three paraltglréghms for mining association rules. One of thdke Count
Distribution (CD) algorithm, focuses on minimizinfge communication cost, and is therefore suitalole rhining
association rules in a distributed computing envinent. CD uses the Apriori algorithm (Agrawal andk&nt, 1994)
locally at each data site. In each pkgax the algorithm, each site generates the sameidated-itemsets based on the
globally frequent itemsets of the previous phadaenl each site calculates the local support coohthie candidate
itemsets and broadcasts them to the rest of tles, s#io that global support counts can be computegheh site.
Subsequently, each site computes thfrequent itemsets based on the global counts ef dandidate itemsets.
The communication complexity of CD in passs O(|Ck|n2), whereCk is the set of candidateitemsets and is the
number of sites. In addition, CD involves a synciization step when each site waits to receive dballsupport counts

from every other site.

Another algorithm that is based on Apriori is théstbbuted Mining of Association rules (DMA) algthim
(Cheung, Ng, Fu & Fu, 1996), which is also foundFast Distributed Mining of association rules (FDMyorithm in
(Cheung, Han, Ng, Fu & Fu, 1996). DMAgenerates alennumber of candidate itemsets than CD, by ipgiat each
site the itemsets that are not locally frequentaddition, it uses polling sites to optimize theange of support counts
among sites, reducing the communication compldrityass k to O(|gn), where gis the set of candidate k-itemsets and
n is the number of sites. However, the performamdeacements of DMA over CD are based on the assumibtat the
data distributions at the different sites are sleevw&hen this assumption is violated, DMA actualyréduces a larger

overhead than CD due to its higher complexity.

The Optimized Distributed Association rule MininQMAM) algorithm (Ashrafi, Taniar & Smith, 2004) folvs
the paradigm of CD and DMA, but attempts to minienigcommunication and synchronization costs in two/sva
At the local mining level, it proposes a techniegiension to the Apriori algorithm. It reduces #tiee of transactions by: i)
deleting the items that weren’t found frequentha previous step and ii) deleting duplicate tratisas, but keeping track

of them through a counter.

It then attempts to fit the remaining transactiorioi main memory in order to avoid disk access costs
At the communication level, it minimizes the totaéssage exchange by sending support counts ofdzdadiemsets to a

single site, called receiver. The receiver broaiscthe globally frequent itemsets back to the itlisted sites.
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Distributed Clustering

Most distributed clustering algorithms have th@uridations in parallel computing, and are thusiagple in
homogeneous scenarios. They focus on applying cbased clustering algorithms, such as K-Means afrtbnic Means
and EM, in a parallel fashion (Dhillon & Modha, 97hang, Hsu & Forman, 2000; Sayal & Scheuerm2®0).
Two approaches exist in this category. The firgirapch approximates the underlying distance medsyrm@ggregation
and the second provides the exact measure by dagadasting. The approximation approach is seesitivaggregation

ratio and the exact approach involves heavy comeoation overheads.

Forman and Zhang (Forman & Zhang, 2000) proposentecbased distributed clustering algorithm thally o
requires the exchange of sufficient statistics,clvhis essentially an extension of their earlierappal clustering work
(Zzhang et al.,, 2000). The recursive Agglomeratioh Qlustering Hierarchies by Encircling Tactic (RAEHM)
(Samatova, Ostrochov, Geist, & Melechko, 2002) isoabased on the exchange of sufficient statistics.
It particularly collects local dendograms that amerged into a global dendogram. Each local dendograntains
descriptive statistics about the local cluster gdtthat is sufficient for the global aggregatidtowever, both approaches

need to iterative until the sufficient statistiesweerge or the desired quality is achieved.

Parthasarathy and Ogihara (Parthasarathy & Ogit20@0) note that the primary problem with distrémlit
clustering is to provide a suitable distance metfibey define one such metric as based on the iasisoc rule.
However, this approach is still restricted to hoewgpus tables. In contrast, McClean and her calkesag
(McClean, Scotney, & Greer, 2000) consider thetehirsg of heterogeneous distributed databases. padicularly focus
on clustering heterogeneous datacubes comprisatiriiiutes from different domains. They utilize Edean distance and

KullbackOLeiber information divergence to measuféetences between aggregates.

The PADMA system (Kargupta, Hamzaoglu, Staffordnéigandi, & Buescher, 1996; Kargupta, Hamzaoglu
& Stafford, 1997) is an application system that &Eye a distributed clustering algorithm. It is acdment analysis tool

from homogeneous data sites, where clusteringlesdady relevance feedback-based supervised leatethgiques.
Database Clustering

Real-world, physically distributed databases havendrinsic data skewness property. The data Oigions at
different sites are not identical. For exampleadatated to a disease from hospitals around thdwaight have varying
distributions due to different nutrition habitsinchte and quality of life. The same is true for ingypatterns identified in
supermarkets at different regions of a country. Webument classifiers trained from directories iffiedent Web portals

is another example.

Neglecting the above phenomenon, may introduce lgnub in the resulting knowledge. If all databases a
considered as a single logical entity then thesiglcrasies of different sites will not be detected.the other hand if each
database is mined separately, then knowledge timeieecns more than one database might be lost.dlbéom that several
researchers have followed is to cluster the datbsemselves, identify groups of similar databaaed apply DDM

methods on each group of databases.

Parthasarathy and Ogihara (2000) present an agpaaclustering distributed databases, based @tiasi®n

rules. The clustering method used, is an extermfidnerarchical agglomerative clustering that useseasure of similarity
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of the association rules at each database. McCl8aotney, Greer and Pairceir (2001) consider thesteting of

heterogeneous databases that hold aggregate aant d

They experimented with the Euclidean metric andktbBback-Leibler information divergence for meaisigrthe
distance of aggregate data. Tsoumakas, Angelisvéaitavas (2003) consider the clustering of databaseistributed
classification tasks. They cluster the classifmatmodels that are produced at each site basekeodifferences of their
predictions in a validation data set. Experimergallts show that the combining of the classifigithin each cluster leads
to better performance compared to combining aksifeers to produce a global model or using indiadclassifiers at
each site.

TRENDS

One trend that can be noticed during the last yeathe implementation of DDM systems using emeggin
distributed computing paradigms such as Web sesvacel the application of DDM algorithms in emergitigtributed
environments, such as mobile networks, sensor mksygrids and peer-to-peer networks. CannataroTatid (2003),
introduced a reference software architecture fawkadge discovery on top of computational griddlecaKnowledge
Grid. Datta, Bhaduri, Giannela, Kargupta and W(¢d06), present an overview of DDM applications atgbrithms for
P2P environments. McConnell and Skillicorn (200%¢sent a distributed approach for prediction inssemetworks,

while Davidson and Ravi (2005) present a distribwtpproach for data pre-processing in sensor nkswor
CONCLUSIONS

Even if many techniques and systems of DDM have Ipgeposed, huge and complex heterogeneous digttibu
data in the real world need us to develop moreabaland more efficient techniques for DDM, andcfical applications
of DDM require us to develop DDM system that isyeisuse, easy to extend and very flexible. In otdedevelop new

scalable and efficient DDM approach, this papeegia brief overview of DDM techniques and in apglans.
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