IMPACT: International Journal of Research in L)
Engineering & Technology (IMPACT: IJRET) '“T‘
ISSN(E): 2321-8843; ISSN(P): 2347-4599 |
Vol. 2, Issue 2, Feb 2014, 237-244

© Impact Journals

=
,=.) |
IC)
Q)
@)
(0

PERFORMANCE EVALUATION OF AODV AND ZRP ROUTING PROT OCOLS IN
MOBILE AD-HOC NETWORKS

V. ANJI REDDY %, N. KRUTHI? N. MRUDULA® & B. HEMA *
!Assistant Professor, Department of Computer Sci&mggneering, Lendi Institute of Engineering and
Technology, Andhra Pradesh, India
238 Tech Graduate, Department of Computer SciencénEagng, Lendi Institute of Engineering and

Technology, Andhra Pradesh, India

ABSTRACT

An Ad-hoc network is a network in which the locatioof the switches, hubs, or routers can be mobile,
the number of routers available at an instant gamease or decrease, and the available routings path change.
An ad-hoc network does not have any centralizedreseor arbitrator. A mobile ad-hoc network (MANET a
self-organizing, dynamic network comprising of mebnodes, where each and every participating namantarily
transmit the packets destined to some remote neidg wireless transmissions. In MANET, each andyewsobile node

is assumed to be moving with more or less relapeed in arbitrary (random) direction.

Because of that, there is no long term guaranteidl foom any one node to other node. In this payehave
compared the protocols AODV (Ad-hoc On-demand DistaVector Routing) and ZRP (Zonal Routing Protpesing
Packet Delivery Ratio (PDR), End-to-end Delay (E2BBd Routing Load (RL). The results have showe,pérformance
of AODV and ZRP routing protocols using PDR, E2E# &L with graphs.
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INTRODUCTION

Wireless networking is a technology that enables dwmore computers to communicate using standetnaank
protocols, but without network cabling. The moldievices or wireless sensors as well as the acadstsave switches
or routers. The routers available to the mobileicks/or wireless sensors can thus change at amydepending on the

presence and location of other wireless devicéisdin vicinity.

Each mobile device or sensor connects to an aqgmEes-base station, or gateway with a switch, bulbouter.
A switch is used as the connectivity between the dwmore paths to route a message or packetasdhé part can be
used as instant. Mobile Ad-hoc Networks (MANETS)) [ are wireless networks that continually re-@ngze themselves

in response to their environment without the berfa pre-existing infrastructure.

Several routing protocols in MANETS are classifieth three different categories according to theirctionality
and performance: Proactive (table-driven) routingt@cols, Reactive (on-demand) routing protocold Biybrid routing

protocols [3].
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Figure 1: Classification of Routing Protocols
Proactive Routing Protocols

In these protocols, each and every node maintersain routing information. These tables are tapeated due
to frequent change in topology of the network. Ehgsotocols are used where the route requests rapient.
STAR (Source Tree Adaptive Routing), FSR (FisheymteS Routing), GSR (Global State Routing), DSDV
(Destination Sequenced Distance Vector Routing)SRGCluster-head Gateway Routing), OLSR (Optimikzedk State
Routing) and WRP (Wireless Routing Protocol) aedkRamples.

Reactive Routing Protocols

Whenever a route is required, they involve in diszong the routes to other nodes. A route discoypeogess is
invoked when it has no route table entry. DSR (DyitaSource Routing), AODV (Ad-hoc On-Demand Distanector
Routing), LAR (Location Aided Routing), TORA (Tempudly Ordered Routing Algorithm), CBRP (Cluster Bds
Routing Protocol) and ARA (Ant-colony based Routigorithm) are the examples.

Hybrid Routing Protocols

Hybrid routing protocols are the protocols whichmtne merits of both the reactive and proactiveraaghes.
Such hybrid protocols offer means to switch dynadhyc between proactive and reactive parts of thetqmol.
For instance, proactive protocols could be usedvdet networks and reactive protocols inside thevowds. ZRP
(Zonal Routing Protocol), DST (Dynamic Source Tnggi DDR (Distributed Dynamic Routing), ZHLS (Zobesed

Hierarchical Link State) are the examples.

The rest of the paper is organized as follows: iBedt gives a brief description and overview oEtMANET
routing protocols AODV and ZRP. Section-IV tellsoaib the Simulation setup and environment which gjitree detailed

description of our proposed work. Finally the Caisibn is presented.

BRIEF DESCRIPTION AND OVERVIEW OF AODV AND ZRP ROUT ING PROTOCOLS IN
MANET

Ad-hoc On-Demand Distance Vector Routing ProtocolAODV) enables, “dynamic, self-starting, multi-hop
routing between mobile nodes which wish to establisd maintain an ad-hoc network” [4]. AODV allovigr the
construction of routes to specific destinations #@n not needed to keep these routes when theynat in active
communication. AODV avoids the “count to infinitptoblem by using destination sequence numbers.mhies AODV

loop-free.
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AODV defines 3 message types:
* Route Requests (RREQsS)RREQ messages are used to initiate the routenfjngiiocess.
* Route Replies (RREPS)RREP messages are used to finalize the routes.
* Route Errors (RERRs): RERR messages are used to notify the networKinkdreakage in an active route.

For example, Node A wants to send message to Nodevalid route must be created from A to E (fig@e
Node A generates a RREQ message with initial TTLL ahd broadcast it to its neighbors. The messageins node A’s
IP address and the IP address of the node E. B Bodill send a RREP message back to node A (figlirdéf A sets a
special flag in RREQ message, node B will also sefigratuitous” RREP message to node E. This véllinecessary if
node B will need to send packets back to A, i.ePT@@nnection. RREP messages are unicast to thehapxbwards the
originator or destination if it is a gratuitous RREf A does not receive a RREP message withinricetime, it will
re-broadcast the RREQ message with an incremenied/dlue (figure 4). Default increment is 2. “Reset routes to the

originator, in this case, node A is created to ®R&EQ message. This behavior keeps network uttizatown.

B C o E
o B & o &
Figure 2
A B C D E
Figure 3
A B C D E
O——0——0——0 0
Figure 4

Zonal Routing Protocol (ZRP), as its name implies, is based on the concepbrdsz A routing zone is defined

for each node separately, and the zones of neigithnodes overlap. The routing zone has a radaxpressed in hops.

ZRP refers to locally proactive routing componesttlae Intr A-zone Routing Protocol (IARP). The falot
topology of local zone of each node is known camged to reduce traffic when global route discovsmyeeded. Instead
of broadcasting packets, ZRP uses border-castiogdeB-casting utilizes the topology information yided by IARP to
direct query request to the border of the zone. hitneler-cast packet delivery service is providedthy Border-cast

Routing Protocol (BRP). BRP uses a map of an ed@mduting zone to construct border-cast treethiquery packets.

An example, in figure 5, the routing zone of S uuds the nodes A-l, but not K. It should howevenbted that
the zone is defined in hops, not as a physicahd¢g. The nodes of a zone are divided into pergbtmexdes and interior
nodes. Peripheral nodes are nodes whose minimutandes to the central node is exactly equal to thee zradiusr.
The nodes whose minimum distance is less than rirdegior nodes. In figure 5, the nodes A-F areeiiior nodes;
the nodes G-J are peripheral nodes and the node dGtside the routing zone. Note that node H camebehed by
two paths, one with length 2 and one with lengthos. The node is however within the zone, sineestiortest path is

less than or equal to the zone radius [5] [6].
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Figure 5: Example Routing Zone withr=2

The node S has a packet to send to node X in fi§uféhe zone radius is=2. The node uses the routing table
provided by IARP to check whether the destinat®mithin its zone. Since it is not found, a rowgquest is issued using

IERP. The request is border-cast to the periphmrdés. Each of these searches their routing tabklé destination.

Figure 6: The Routing Zone of Node S

Node | do not find the destination in its routirable. Consequently, it broadcasts the requesttpétipheral

nodes in figure 7. Due to query mechanisms, theastjs not passed back to nodes D, F and S.

Figure 7: The Routing Zone of Node |

Finally, the route request is received by the nddehich can find the destination in its routingneg shown in
figure 8. Node T appends the path from itself tden& to the path in the route request. A routeyregntaining the
reversed path is generated and sent back to thieesnade. If multiple paths to the destination wavailable, the source

would receive several replies.

Figure 8: The Routing Zone of Node T

Table 1: Characteristic Summary of AODV and ZRP

Performz_ince AODV ZRP
Constraints
Category On-Demand Hybrid
Protocol Type Distance Vector Link Reversal
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Table 1: Contd.,

Multicast Yes No
Message Overhead High Medium
Periodic Broadcast Possible Possible

Only keeps track of Routing range

Feature next hop in route | defined in hops

METRICS FOR PERFORMANCE COMPARISON
Some important performance metrics can be evaluated
Packet Delivery Ratio
It is the ratio of the packets sent from sourcthéopackets received at destination. PDR is deteminas;
PDR = (R/Py *100
Where Ris the total packets received anddthe total packets sent.
End-to-End Delay

This is the possible delay caused by the buffedngng route discovery. This is the delay packetdsGom

source to the destination. The average delay igpoted as:
Delay= t.- ts
Where t is the packet end timeg,i$ the packet start time.
Routing Load

Routing Load is the number of routing control pask&ansmitted for each data packet delivered at th

destination. Routing Load is determined as:
RL = P,/Pq
Where Pc is the total control packets receivedRaohés the total packets sent.

SIMULATION SETUP AND RESULTS

The objective of this work is to simulate and amalyhe performance evaluation of various routimyquols by
using Network Simulator 2 (NS-2). A simulation daa very useful because it is possible to scalenéteorks easily and
therefore to eliminate the need for time consunaing costly real world experiments. While the sinaids powerful tool,
it is important to remember that the ability to pl@dictions about the performance in the real wizldependent on the
accuracy of the models in the simulator. The pataraevere different for different routing protoctike AODV and ZRP
which we have chosen for the simulation so as t@uste on the basis of some performance metrick ascPacket
Delivery Ratio, End-To-End Delay and Routing Loadlifferent scenarios, that is, for 25, 50, 75,,11#%b and 150 nodes.

Table 2
Parameters Values
Routing Protocols AODV, ZRP
No. of Nodes 25,50,75,100,125,150
Channel Type Wireless Channel
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Table 2: Contd.,

MAC type 802.11

Antenna Model Omni Antenna

Traffic Type TCP

Radio-Propagation Modegl  Propagation/ Two Ray Ground
Interface Queue Queue/ Drop Tai I/ Pri Quede

Packet Delivery Ratio

Figure 9: Comparison of AODV and ZRP on Basis of Peket
Delivery Ratio with 25, 50, 75, 100, 125 and 150 Nes

End-to-End Delay

Figure 10: Comparison of AODV and ZRP on Basis of Bd-to-End
Delay with Different Number of Nodes

Routing Load

Figure 11: Comparison of AODV and ZRP on Basis of Buting
Load with Different Number of Nodes
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CONCLUSIONS

This paper evaluated the performance of AODV and 4Ring ns-2. Comparison was based on the Packet
Delivery Ratio, End-To-End Delay, Routing Load i®BV and ZRP. We conclude that, AODV gives bettaefgenance
in Packet Delivery Ratio. ZRP gives better perfano@in End-To-End Delay and Routing Load. The fitemhancement

is that we would conduct the simulations in Vehéeuhd-hoc Networks (VANETS) and sensor networks.
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