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ABSTRACT

Mobile cloud computing has been introduced to Ipi@ntial technology for mobile services, Togetivith an
explosive growth of the mobile applications and egimgy of cloud computing concept. End-user demaadsin heavier
applications are equally increasing, as mobile ae\popularity grows. Mobile cloud computing intagsathe cloud
computing into the mobile environment and overcombstacles related to the performance environmedtsecurity
discussed in mobile computing. MCC integrates tlmud computing into the mobile environment and cwenes
obstacles related to the performance, environmembabile computing. This paper gives an idea of M@@ich helps
general readers have an overview of the MCC innolydhe architecture, applications and solutionsthis paper,
a number of adequate solutions that have been pedpm tackle the main issues such device baifetyrie, Bandwidth

utilization associated with the consumption anceasof remote display on mobile devices.
KEYWORDS: Mobile Cloud Computing, Mobile Devices, Device Bt Lifetime, Bandwidth, Interaction Latency

INTRODUCTION

Mobile cloud computing (MCC) is a combination betémemobile network and cloud computing, thereby
providing optimal services for mobile users. In i@hbcloud computing, mobile devices do not need cavgrful
configuration (e.g., CPU speed and memory capascityje all the data and complicated computing nexigan be
processed in the clouds. This section provides\amview of MCC including definition, architecturand advantages
of MCC.

Mobile devices, ranging from smart phones to tabldtave recently become so pervasive that they are
increasingly replacing personal computers in evayydctivities related to both entertainment and kwdrhe rapid
progress of mobile computing becomes a powerfuldtria the development of IT technology as well ammerce and

industry fields.

The mobile devices are facing many challenges éir tiesources (e.g., battery life, storage, anditadth) and
communications (e.g., mobility and security). Tlmited resources significantly impede the improvemef service
qualities. “Mobile Cloud Computing at its simplesffers to an infrastructure where both the dateagt and the data
processing happen outside of the mobile device.ildaltoud applications move the computing power dath storage
away from mobile phones and into the cloud, briggapplications and mobile computing to not just grmphone users but

a much broader range of mobile subscribers”.

MCC as a new paradigm for mobile applications whgrthe data processing and storage are moved fnem t

This article can be downloaded fromwww.impactjournals.us |




| 168 J Kumaran, Pawar Ajit Tanaji & Allampati Rakesh |

mobile device to powerful and centralized computatforms located in clouds. These centralizedieajions are then

accessed over the wireless connection based on aative client or web browser on the mobile desic

Data center ownars or
doud service providers

 —

Cloud Computing

yausau|

Internet service

peavides {15Ps) Application service providers

Maoblie users Mebtwork operators

Figure 1: Mobile Cloud Computing (MCC) Architecture

Briefly, MCC provides mobile users with the datagrssing and storage services in clouds. The mdbilees
do not need a powerful configuration (e.g., CPUesp@nd memory capacity) since all the complicatedputing modules
can be processed in the clouds. It has been atigaitte attentions of entrepreneurs as a profithbkEness option that
reduces the development and running cost of mapldications,of mobile users as a new technology to achieve rich
experience of a variety of mobile services at lmstcand of researchers as a promising solutiogrieen IT. CC offers

some advantages by allowing users to use infrastejcplatforms and software.
Existing Approaches/Solutions

* Mobile phones preserve the advantages of weight, @nhd device independence but will always impassch

limits on processing power, storage capacity, battfetime and display size.

« Conventional desktop applications are redesignemptrate on mobile hardware platforms, therebynolitsing

functionality.
+ Demanding applications typically require specifezdware resources that are not available on mdeiéces.

* To get the display users connect over a wired laoah network to the central company server exeguyipical

office applications.
Mobile Cloud Computing Challenges

Essentially, mobile cloud computing physically sgpes the user interface from the application logle mobile
device executes only a viewer component, operating remote display for the applications runninglistant servers in
the cloud. As Figure shows, a remote display fraorkvhas three components: a server-side compohanirtercepts,
encodes, and transmits the application graphictheoclient; a viewer component on the client; ancemote display

protocol that transfers display updates and usents\between both endpoints.
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Figure 2: Model of Mobile Cloud Computing

A potential obstacle to mobile cloud computing ssscis the encumbered I/O functionality of mobisides.
Slide out keyboards and stylus devices facilitater unput and maximize display sizes without insheg overall device
size, but they do not provide an adequate solufimnconvenient I/O. Novel user interfaces for mebdevices are,
however, entering the market. Media tablets, such@ple’'s | Pad, offer a larger screen with touahctionality and a
keyboard close in size to regular keyboards. Othenufacturers, such as NEC, minimize their devize and support

external keyboards and displays4 to augment |/@tfonality.

More fundamental challenges for mobile cloud cormuutie in the short battery lifetime of mobile dess, the
limited and varying bandwidth on wireless linksdathe interaction latency between user input argpldy updates.

Table 1 presents an overview of several solutisopgsed to address these challenges.
Proposed Solutions for Mobile Challenges
* The principle of mobile cloud computing physicadlgparates the user interface from the applicatigit.

» Here, a Viewer component is executed on the matéeice, which is operating as a remote displaytifier

applications running on distant servers in the dlou

» Remote display framework is composed of three caorapts: a server side component that interceptsdescand
transmits the application graphics to the clientjeaver component on the client and a remote dysplatocol

that transfers display updates and user eventskettwoth endpoints.

* In a mobile cloud computing environment, the rendigplay protocol deliver complex multimedia gragghover
wireless links and render these graphics on a resotonstrained mobile device. Offloading save pargy

consumption because the amount of local processirggluced.

» Efficient compression techniques to reduce the arnofiexchanged data are done using compressibnitees
and versatile graphics encoding, downstream dat&k peduction and Optimization of upstream packétna

overhead.
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Table 1 presents an overview of several solutisopgsed to address these challenges.

Table 1: Proposed Solutions to Mobile Cloud Computig Challenges

Challenge Solutions
Device battery Identification of wireless network interface card
lifetime (WNIC) sleep intervals

Versatile graphics encoding

Downstream data peak reduction
Optimization of upstream packetization overhead
Computing display updates in advance
Interaction latency | Image buffering for virtual environment streaming
Scene object caching

Wireless bandwidth
availability

Identification of WNIC Sleep Intervals

It is important to study WNIC energy consumptiond&velop strategies that optimize the energy balawbich
is the product of the number of bytes exchanged the wireless interface and the energy cost p&e.byhe average
energy cost per byte is determined by the distidiouof time over the four possible WNIC states:dseneceive, idle, and
sleep. Because a specific set of WNIC componetaetivated in each state, power consumption vavidsly between

the states.

Major additional energy savings are to be expefrah approaches that put the WNIC in the energyseoring
sleep mode during intervals without communicati@mly a single network connection is required to oamicate user
events and display updates over a thin client pritorhis present a cross-layer algorithm that yesd the thin client

protocol information and puts the WNIC in sleep machen no traffic from the server is expected.

A proposed cross-layer power-saving approach ogefatween the MAC layer and the remote displatopod
layer. In this, the appropriate sleep intervals ttlisrefore be determined at the remote displayopod layer, where the
display update schedule is established—for exanwmidea push approach in which the server senddagispdates with
fixed intervals or a pull approach in which theeali sends an explicit request. Correlating thestrassion of user input to
the network round-trip time predicts the arrival thfe next display update. In between two displagates, the

WNIC enters sleep mode. This sleep mode is int&zdlpt regular intervals to transmit user events.
Researchers have used cross-layer optimizatioediace WNIC energy consumption by up to 52 percent.
Wireless Bandwidth Availability

Compared to fixed access networks, modern broadipamisile and wireless technologies offer limited and
variable bandwidth availability. Universal MobileefEcommunications System (UMTS) users typicallyernez up to
384 kilobits per second, while Krishna Balachandaawl colleagues9 reported practical throughput84af Kbps for
Long Term Evolution (LTE) and up to 6.1 Mbps for WIAX. Actual throughput depends on user mobilityteirference,

and fading effects.
Versatile Graphics Encoding

To design a windowed display encoder using H.26dkewicodec to compress screen updates, which will
guarantee high fidelity desktop playback in a badtlw constrained environment. In this scenario,oelec supports

high performance interaction for applications vattequate window size.
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An encoding method using H.264 video codec is thioed for high performance in compression to addifes
high latency and low bandwidth limitation of mobilaternet. The H.264 video codec is specially oped for

compression of motion pictures and multimedia cointence reducing network traffic greatly.

The H.264 Decoder would decode the display streadnugpdate the display. Server takes control messaige
provide service accordingly. H.264 is currently amfethe best codec’s in terms of compression réftee goal of the

system is to utilize H.264 video encoder in scrempression to optimize system performance in higktion scenarios.

In consideration of interactivity performance, oli@riven update mode and the inter-predictionuieabf H.264,
we designed a H.264 screen encoder as such: ansenber accepts a screen update request frontighg @ will capture
the screen and encode it as a frame in the H.28&bwequence, In the design, every frame is captuhen the server
accepts a request and the system latency depeneiscoding time, network speed and latency. Cacietidded here
because the encoder is slower than the decodee libactime gap between two frames is sufficienttfer decoder to

process. Besides, encoder speed is less thanmealdefined as125 fps) thus introduces extra system latency.

The H.264 decoder is responsible for decoding disglreaming data and updating it to client degideame

buffer to perform display.

The mobile device regularly reports on the amodrdata that the controller encodes per unit of timenetric
reflecting both the device hardware capabilitied tie amount of data the device receives. By admishe resolution and

image quality accordingly, the controller maintamtarget frame rate that ensures a smooth visti@izexperience.
Downstream Data Peak Reduction

This paper revealed that repainting the graphidgkais after recurring user actions causes coraitier
redundancy in remote display protocol traffic. Thaioposed hybrid cache-compression scheme usesatthed data as
history to better compress recurrent screen updati#h the cache containing various drawing ordarsl bitmaps.
Using RDP, they reduced the number of data spike87to 42 percent, depending on cache size, meguilh global

network traffic reductions of 10 to 21 percent.
Optimization of Upstream Packetization Overhead

Buffering user events at the client for a shortigubrenables the joint transmission of multiple useents.
The maximum buffering period is based on a tradebffemote display bandwidth reduction and intacactiatency.
A closed-loop controller running at the client igtates the interaction latency models in termsisf buffering period and
the network round-trip time, ensuring that the agerinteraction latency does not exceed a predefireximum value by

continuously monitoring the current network stedng adjusting the buffering period accordingly.

The highest bandwidth reductions are achievedrtaractive applications with frequent user evemd Bwer
round-trip times. For a text-editing scenario amdwork round-trip times less than 50 ms, reseascheawve achieved
bandwidth reductions up to 78 percent.

Interaction Latency

While technological advances are likely to overcdmedwidth limitations, interaction latency—the aelusers

experience between generating some input and sdengsult on their display—is an intrinsic chatie of mobile cloud
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computing because the device must communicate tigemost trivial user operations to the serverutahs to mitigate
interaction latency try to either reduce the numtfeihops on the end-to-end path by moving the appéin closer to the

client or provide better synchronization mechanisetsveen client and server.
Computing Display Updates in Advance

Given the current application state, the applicatierver can predict potential display updatesstreghm them in
advance to the client. Contrary to video streamingwhich the frame order is known in advance, inbite cloud
computing, the next display update depends oninpet. For example, when a user opens an applitatienu, the server

can pre-compute all dialog windows that can be eddyy selecting one of the menu items.

As this approach applied to virtual 3D environme@sven the current user position, the system d¢ales the
possible next user viewpoints in advance and pesvtiem to the client. When the user actually méeesgard, the client

fetches the correct viewpoint from its cache.
Image Buffering for Virtual Environment Streaming

Due to limitations in mobile bandwidth and mobilevite memory resources, in most cases, streaming al
possible next display updates in advance is urfEadrurthermore, the gains of this pre-computehhique are highly
dependent on prediction accuracy. A better strataigyt be to buffer some key display updates, fhichv the server only

needs to provide a differential update.

It is evaluated that the several cache managenram¢gies and reduced the amount of requests darB@p-step
movement in a 3D virtual environment from 300 tb10f course, in this case, the server responstllisequired to

update the display.
Scene Object Caching

For more static applications, such as office apgilims, the potential next updates can be moreraiey
predicted as, for example, a menu layout will naddange. Consequently, the number of correctiveeseipdates will be
more limited. A typical example would be the liftrecently opened files in a text editor’s File meScene description
languages such as MPEG-4 BIFS are particularledui support this client-side handling of usemuinp3. The client not
only receives graphic updates, but also is inforaieolut the structure of the displayed scene anmbitgposing objects, as

well as how the user can manipulate these objects.
CONCLUSIONS

Mobile cloud computing is one of mobile technoldggnds in the future since it combines the advadayf both
mobile computing and cloud computing, thereby pimg optimal services for mobile users. This agtibhs provided an
overview of mobile cloud computing in which its béfions, architecture, and optimized solutions éndeen presented.
The principle of mobile cloud computing allows tocass even the most demanding applications in fined cfrom
intrinsically resource-constrained mobile devicgsphysically separating the user interface from alpglication logic.
In this paper, we have surveyed contemporary rerdisiglay optimization techniques specifically tadld to the short
mobile device battery lifetime, the varying anditied bandwidth availability on wireless links argtinteraction latency.

The context of mobile cloud computing is highly dymc, owing to the user mobility, the wide diveysitf applications,
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and the varying wireless channel status. Futurek\gbould therefore be devoted to the design ofvaaradl framework,
integrating all the presented solutions, and atitigathe most appropriate solutions dependent enntiobile device,

network and cloud server status.
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