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ABSTRACT

Genetic Algorithm (GAs) is used to solwptimization problems. It is depended on the s&acbperator,
crossover and mutation rates. In this paper Rauldftieel Selection (RWS) operator with differentssmver and mutation
probabilities, is used to solve well known optintiaa problem Traveling Salesmen Problem (TSP). \&eehcompared
the results of RWS with another selection methadti&stic Universal Selection (SUS), which demonstitaat the SUS is
better for small number of cities; but as the numbfecities increases RWS is much better than SW8. have also
compared the results with a variation between rorta% crossover probability, which concludes thattation, is more
effective for decimal chromosome. We have propasetw crossover operator which is variation of @@eossover

(OX) and found results are better than existingsower operator.
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INTRODUCTION

Traveling Salesman Problem (TSP) is one of the msagiificant optimization problems. TSP, as a geaher
NP-complete problem can be developed to be an athi@ssolution for any other problems that belotmslP- complete
class. genetic algorithm is search algorithms bamedhe mechanics of natural selection and natgealetics [1],

various operators to solve optimization problenmiagia survival of the fittest idea.

TSP is one of the well known combinatorial optiniza problem in which we have to find the tour dfreodes
that has the minimum total cost [3, 4]. When nocitiés gets large, it becomes exhaustive seardhtasimpracticable to
find the cost of every tour in polynomial time. Madifferent methods of optimization have been usedolve the
TSP such as Hill Climbing [4], Tabu Search [5], 8Blated Annealing [6], Particle Swarm [7], Ant Cojoi8] and Genetic
Algorithm [9, 4, 10] etc. Here we have used GA tve TSP, which is heuristically, good solution rieasonable
time & establishing the degree of goodness. In hiser, we have considered a symmetric weighteghgaad for a cost

matrix Euclidean method is used.

In this paper, RWS is used, which is most demazrsgiection method, in which highest fitted indivédi is
selected for the crossover and mutation. We hateedoTSP using RWS and compared its results withcl&istic
Universal Selection method. The crossover reconsbin® individuals to generate new ones which mitghte a better

performance. Most commonly used crossover methodslve TSP problems are Partially Matched Cross@#1X),
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Order Crossover (OX) & Cycle Crossover (CX) [1]. this paper we have proposed variation of ordessoeer and
compared its results with existing ones. The resulere compared according to different mutation anmssover

probabilities.
METHOD OF GA FOR TSP

Pure Genetic Algorithm is started with a set ofufiohs (chromosomes/individuals) called populations
It is chosen from collection of candidate solutidmsa problem (search space) [2]. Solution for papulation are taken
and used to form a new population. This is motidaby a hope that new population will be better thiae old one.

Solutions, which are selected to form new poputafaffspring), are selected according to theirefgs.
e Permutation Encoding

As Travelling Salesman Problem is ordering probkamwe have used permutation encoding. In permutatio
encoding, every chromosome is a string of numheng;h represents number in a sequence, numbersesiseeach city.
The idea of TSP is to find cheapest round-trip @alesman has to take by starting from any city \asiting all the
cities once and ending at the starting city. Letcossider five cities. A Chromosomes (possible tsmi) which is

represented by (1, 5, 3, 4, 2) e.g. (1, 5, 3, 4a%} order of cities, in which salesman will visit5—3—4—2—1 them.
* Fitness Function

As TSP is a minimization problem so to converhtbimaximization problem we have considered fitrffaastion
f(x) =1/d, where d calculates cost (or distancefibhof the tour represented by a chromosome. Thesk function that
characterizes each chromosome represents theldogth of the route from the first to the last gdéy) moving
according to the order of the genes in the chromesolf the cities are represented with x and y doates in

2D coordinate system, then we calculate the distdetween them according the equation [3]:

d= \/(Xl—Xz)z*' (i—y2 )
» Selection and Elitism

When creating new population by crossover and nautathere is a big chance, that we will lose thestb
chromosome. Elitism is name of the method, whicst iopies the best chromosome (or a few best asomes) to new
population. The rest is performed in classical walitism can very rapidly increase performance &, ®ecause it
prevents from loss of the best found solution. &litism rate directly depends on the size of thpytation and the rate of
elitism should be decreased when the populatioa Bizreases [12]. In this paper, we have chosenhbesi fitted
chromosomes according to their fitness and alldlhmmosomes were used in subsequent proceduréelnesultant

population to worst chromosomes were replaced et selected chromosomes and repeat this fgeaération.
* Selection

After deciding the methods of encoding and elitisttme decision for selection technique is to be made
Various selection methods are available such adeRetWheel Selection [1], Tournament selectionniR&election,
Steady-State Selection, Boltzmann Selection [18] bt this paper we have considered Roulette-Wige&8tochastic

Universal Selection technique for selection. Sébecis to evaluate each individual and keeps ohnéyfittest ones among
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them. In addition to those fittest individuals, soress fit ones could be selected according to all spnobability.

The others are removed from the current populdfhn
Roulette-Wheel (Goldberg 1989a)

In this method each individual is assigned a sti€ea circular “roulette wheel”, the size of thecslibeing
proportional to the individual’s fithess. The whélspunN times, where N is number of individuals in the plagion.

On each spin, the individual under the wheel’s raark selected to be in the pool of parents fomivet generation.
Stochastic Universal Selection (James Baker 1987)

To minimize the “spread” (the range of possibleuattvalues, given an expected value) in RWS often
SUS technique is used. Instead of spinning theettmulvheeN times to selecN parents; SUS spins the wheel once, but
with N equally spaced pointers, which are used to s#dtedl parents. Under this method, each individuisl guaranteed

to reproduce at leaBixpVal(i,t) times but not more thaexpVal(i,t).
If fithess variance in the population is high anshzall numbers of individuals are much fitter thiha other.
» Proposed Heuristic Crossover Operation

So far, so many common crossover operators, subivas CX and OX, have been introduced. But nonthem
consider the relation between edges in TSP. So ey not accelerate the speed of the algorithme Harheuristic
crossover operator, which can increase the algorgheed, has been proposed. Although it must béioned that due to
the goal function of TSP which is finding the slestttotal distance in one closed cycle, parentrobsmmes will be

represented in a closed cycle, too [12].
New Variation in Order Crossover

We have proposed variant of order crossover (OxBich is similar as to cut point selection of tirstfvariation
(Ox2) [14], except the repairing procedure. Two points are selected and the elements between #rentopied.
The rest elements are copied from the beginninfp@fsecond parent respecting their relative ordatting those which

already exist in the first parent.

Consider the above example.
O1=(--_345_----)and
02=(--_712_---)
The sequence of cities in the second parenti@ 493685
Removing 3, 4and 5weget7124968
Placing this sequence in the first offspring frafi to right according to the order we have
01=(713452498)Similarly02=(3475889).

e Proposed Mutation Operator

The mutation in GAs works on a single chromosome tane and alters the genes of the chromosomel®naly.

This article can be downloaded fromwww.impactjournals.us |




[ 30 Kanchan Rani & Vikakumar |

To solve TSP using GA, the mutation plays the prmale in arriving at the solution. Its purposetds maintain the
population diversified enough during the optimiaatiprocess. In this paper we have used Inversiotafidn (IVM).
In which GAs chooses a particular chromosome isehat random for mutation and two indices withia thromosome

are randomly selected. In Table 1 randomly selexi®5 indices and the order of genes within thées is reversed.

Table 1
4|5/6|7]1| 2|3
B|1|2|6|5| 4 3|7

The probability of mutation generally is very lowdhit is of the order of one tenth of a percenttfimrary chromo

some. But in the case of decimal chromosomes, thtation rate goes up to of the order of 85%.
EXPERIMENTAL RESULTS AND DISCUSSIONS

In this, experiments all computation performed oRentium processor with minimum 512 MB RAM under
windows XP. The program was written in the C progming language. We tested RWS & SUS method folersfft
crossover method. It is perform on six bench markblem instances which are taken from the TSPLIB].[1

They are categorized in to two categories.

The first in Table 2 are those instances whose wrurob cities is less than or equal to 51 for Rdalé/heel
Selection & Stochastic Universal Selection. We hasgc 0.5 and pm 0.5. Table 3 compares resultsvaeation order
crossover and other available crossover with pc @h8 pm 0.8. Table 4 we have change crossover bilia
pc 0.9 and pm 0.1.

e Control Parameter

GA performs well in cases where it is more impartenfind a good solution rather than the absojutstst
solution [5]. Population Size is determines how ynelnromosomes and thereafter, how much geneticriakite available
for use during the search. If there is too litthee search has no chance to adequately cover sive sk there is too much,
the GA wastes time evaluating chromosomes. Fansiances probability of crossover (pc) is 0.5 @&. ®robability of

mutation (pm) is 0.8 or 0.1after a continuous estiaa fine tuning.

The mutation used here is Inversion Mutation afteperiments are done to compare with reciprocahaxge
mutation. Initial population generated by randomcfion, which is inbuilt in C library and pseudaxdmm number [16]
are used in selection method. Here we have usesl grmetic algorithms. As to the selection we usedette wheel or

SUS with elitism. The maximum generation in all fgeans was 30000.
e Termination Criteria

The stopping criterion used here is just the nusibémgenerations evolved. All individual are eq&adccepted
range. Thus, the running of GA stops after compiettertain number of iterations. The best chrom@samthe last
generation is the solution which may be either @lloptimum or global optimum. It is Important termember that
GA in most cases provide only approximately cormadtition, not optimal. The solution quality is rsaeed by optimal
value reported in TSPLIB [15].
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begin
GA-TEP
Crezts initizl population { ¢ library Fandom finction)
while { zzneration count 1
(AR pdividual cost are not egual) do

ME omam. Number gf gensrations. ¥

begin
Elitizm (2 best tovrs) Sslaction
Heurizstic Crossover monon linesr adjusting
oipesovers probability
Mutstion Crossover  non linsar adjusting
crpssover probabdlity
Inoremeant =naration count
end

Ortpt the best and worst individeals found

end GA-TEP

Figure 1: Pseudo Code of GA for TSP

Table 2

cit5(5 cities)
cit10(10 cities) 29
cit20(20 cities) 20 30 33.4 31.4 31 6 32 6 31.2 2.43
eil51(51 cities)] 50 426 444(8447.85| 439.4 453 | 456.87 444.6

17'J 173

In Table 2 demonstrate comparison of RWS and Stkhaows that SUS gives a better result for smathimer of
cities and converges faster as compared to RWS. RWE maximuml15 generation for 10 numbers ofgitighile SUS

takes less than 10 generation for the same cBigtsas number of city get large. RWS gives bettsults than SUS.

Table 3

Avg. 448.62| 44275 447.1p 45255 < 446447.1

eil51(51 cities) 50 Worst 461 451 453 458 453 457
(426) Best 436 437 439 445 442 441
Time 258 272 222 213 260 200

Avg. 744.5 722 715.3] 7124 703.2708.5

st70(70 cities) 70 Worst 849 734 743 734 712 728
(675) Best 714 696 687 698 690 688
Time 244 336 751 323 34% 337

In Table 3 demonstrate comparison of different smeer methods in which we have used Crossover piliiga
is 0.5 & mutation probability 0.8. It shows that @Xjive a faster result comparatively to other cvges. OX6 takes
200 second for best result while other crossoveganore time for 51 cities.
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Table 4

Roulette Wheel Selection

Problem and | Pop. | Optimal

Optimal Value | Size| Cost FINE | N N @
Avg. | 444.5|/445.2| 441.1| 438.7| 436,6440.2
eil51(51 cities) 50 Worst | 455 | 448| 450 444 44 44
(426) Best 433 | 442| 437 435 429 43
Time 240 | 401| 228 218 271 188

Avg. 715 | 733.2 707.6| 701.4] 717 730
st70(70 cities) 70 Worst 744 | 752| 732 715 734 75
(675) Best 704 | 713] 686 689 694 72

Time | 1081] 247| 337] 1452 340200

[*2)

N

(@]

o1

In Table 4 we have used Crossover probability & &.mutation probability 0.1. If we compare TableaBd
Table 4 we have find result affected by mutatioobaibility rate.

CONCLUSIONS AND FUTURE WORK

The conclusion has to be that heuristic mutatimegbetter result when number of cities is largeefv variation
order crossover is faster as compare with alreagbieg variation order crossover which is dependedate of crossover,
mutation and elitisms. Initial population is mosnhportant for GAs. So, Further we will use Tabu sha&

Nearest-Neighbor Heuristic algorithm which is oeeme initial population problem.
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