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ABSTRACT

A mobile ad hoc network (MANET) is a collection ofobile nodes, where each node is free to move about
arbitrarily. These are self configuring that does$ require any existing infrastructure. As in thistwork the nodes are
mobile, so the network topology can be very dynarHience there are special routing protocols tordatehe dynamic
nature of MANETSs. The protocols are Optimized LiState Routing (OLSR) protocol, Ad Hoc On-Demandt®ise
Vector (AODV) routing protocol, Dynamic Source Rimgt (DSR) protocol etc. The OLSR Protocol is onethed well
known and efficient MANET protocol. For simulatiave have used NS-2 simulator tools for the perforeasf OLSR
routing protocol. The performance parameters likerage end-to-end delay, packets sent and recejitted, has been
analyzed. . This paper aims towards efficient Qualf Service (QoS) routing by enhancing the muitip relay (MPR)
selection criteria. In the previous papers theyeharoposed the OLSR protocol introducing metrichsas bandwidth that

is more appropriate than the hop distance for M&Bcsion. In this paper the MPR is selected withimum delay.
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INTRODUCTION

A mobile ad hoc network (MANET) is consists of mleliodes and these nodes are free to move abauraehp
[1]. A MANET is a infrastructure-less network of e device, which are connected by wireless lifsbile ad hoc
network is shown in figure 1. The main characterisf MANET the change of network topology and wagtictab in
which many mobile nodes moves to and from a wiselestwork without any fixed access point where emiind hosts
move, therefore the topology is dynamic. MANET kasupport multi hop paths for mobile nodes to camitate with
each other. If mobile nodes are within the commaitndm range of each other, then source node cah message to the

destination node otherwise it can send throughmnmeliate node.
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Figure 1: Mobile Ad Hoc Networks-MANET
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The MANETs are mostly used in military tanks, audim battlefields, search, fire fighters, by poliaad

replacement of a fixed infrastructure in case oftepiake, floods, fire etc.

QoS routing is part of the network layer and seascfor a path with enough resources but does rsairve
resourcesThe goal of Quality of Service (QoS) routing prailscis to obtain feasible paths that satisfy ensteay
performance requirements. Most QoS routing algorithare mainly extension of existing classis befrefouting

algorithms.

There are many routing protocols. These are: Datstim Sequenced Distance Vector (DSDV), Optimizétk L
State Routing (OLSR), Wireless Routing Protocol (WWRwind Cluster head Gateway Switch Routing (CG&®active
routing protocols establish the route to a destinabnly when there is a demand for it, so thesdgmols are also called
on demand protocols. It includes the reactive rmufirotocols i.e. Ad hoc On Demand distance Vegtotocol (AODV),
Dynamic Source Routing (DSR), Admission Control ldad On-demand Routing (ACOR) and Associativity &hs
Routing (ABR).

The Most routing protocols for mobile Ad hoc netk®I(MANETS) [2] are OLSR [3], AODV [13], DSR [14].
Thse are designed without explicitly considering @oS of the routes they find. QoS routing requiresonly to find a
route from a source to a destination, but a roliée $atisfies the end-to-end QoS requirement, whrehoften given in

terms of bandwidth, delay or loss probability.

The remaining paper is organised as follows: sedligives information about the OLSR protocol aigorithm
used. Section Il gives some information aboutteglavork done by various researchers in the fi€élQ@S routing in ad
hoc networks. Section IV includes proposed appro&eigtion V gives the some information about mettised. Section

VI gives information about simulation and resuiection VIl gives conclusion.

OLSR PROTOCOL
Overview

The IETF MANET Working Group introduces the Optimiz Link State Routing (OLSR) protocol for mobile
Ad-Hoc networks. The protocol is an optimizationtioé pure link state algorithm. The main key conaeged in OLSR
protocol is of Multipoint Relays (MPRs). Optimizéihk state routing is a proactive routing proto¢dP]. The large
amount of overhead is reduced by limiting the nundfenobile nodes that can forward network widdfitaand for this
purpose it uses multi point relays (MPRs) whichrasponsible for forwarding routing messages andnugpdtion for

controlled flooding and operations.
Multipoint Relay (MPR)

The MPR is based on the idea that the large amofuaverhead is reduced by limiting the number ofbite
nodes that can forward network wide traffic andtfos purpose it uses multi point relays (MPRs)ahhis responsible for
forwarding routing messages and optimization famtaaled flooding and operations. Mobile nodes \bhéze selected as
MPRs minimize the broadcasting of packets by raduduplicate retransmissions in the same regiorhande reduce the

size of the control message.

It is basically for the reduction of nodes in broasting the messages from source to destinatio®ROhrotocol
relies on the selection of MPRs, and calculatemitites to all known destinations through theseespde. MPR nodes are

selected as intermediate nodes in the path.

Using this technique the overhead of congestionrexs is reduced. To implement MPR selection seheach
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node in the network periodically broadcast the rimfation about its one-hop neighbors which havecseteit as a
multipoint relay. Upon receipt of MPR Selectangormation, each node calculates and updateites to each known
destination. Therefore, the route is a sequencmadés through the multipoint relays from sourcddstination. Hence the
nodes selected using this technique are resporfiblselection of optimal path to send packetslgdsdbm source to
destination without any congestion and overheatbdes. Here by reducing the packet size overhealdasreduced.

L
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Figure 2: Multipoint Relays
The technique for the selection of multipoint redag the standard OLSR does not take into accdwndelay
information. It computes a multipoint relay setmihimal cardinality. So, the links with low delagrt be omitted. Using

the minimum delay path algorithm has no guararitaeit is the optimal path, after the path caleddbetween two nodes.

For example it is shown from Figure 3 and Table 1:

DESTINATION

SOURCE

Figure 3: Network Example for MPR Selection

Table 1: MPR Selected in the Standard OLSR

Initiator | 1 hop neighbors | 2 hop neighbors | MPR Node
Node
1 1,3, 4,6 % 3

In this the MPR is selected with minimum delay. ¢él@ode 3 and node 6 has same degree, so the nofde 6
minimum delay 3 is chosen the MPR. The decisioma@#f each node selects its MPRs is essential tardetate the

optimal delay route in the network. In the MPR sttm, the links with low delay should not be omidit
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MPR Algorithm

In this protocol, MPR selection is almost the saasethat of the standard OLSR. However, when treradre
than 1- hop neighbor covering the same number cbwered 2-hop neighbors, the one with minimum dédialy (a

shortest link) to the current node is selected BRMThe heuristic used in protocol is as follows:
Step 1: Select a source node and start with an empty paitti relay set.
Step 2: Select the 1-hop nodes of the current node mesloglate degree of all nodes in the network.

Step 3: Select those 1-hop neighbor nodes as multipolayse(MPRs), which provide the only path to 2-hop
nodes and add these 1-hop neighbor nodes to thgaoint relay set.

Step 4: While there still exist some nodes in 2-hop thatreot covered by the multipoint relay set.
Step 4: 1.Select that node of 1-hop as a MPR which reactestximum number of uncovered nodes in 2-hop.
Step 4: 2 If there is a tie in the above step, select tivate with minimum delay as MPR.

Step 5: To optimize, remove each node in MPR set, onetimhe, and check if MPR set still covers all nodtes

2-hop.

The third step permits to select some 1-hop neighbdes as MPRs which must be in the MPR set, wikerthe
MPR set will not cover all the 2-hop neighbors.tBese nodes will be selected as MPRs in the prpseeser or later. In

step 5, an optimization is performed by reducirgribmber of MPRs, if possible.

RELATED WORK
In this section we discuss some previous work donkis field by some researchers as follows.

In [5], Kamal Oudidi et al. have proposed a newtirmuapproach that combines the residual bandwihlergy
and mobility of the network nodes. A maximizableting metric theory has been used to find a méliat selects, during
the routing process, routes that are more stabd, dffer a maximum throughput and that live foloag time. Here

proposed composite metrics selects a more stabR. MP

In [4], N. Enneya et al. have proposed new versibthe original OLSR protocol based on a new mopili
parameter to enhance and adapt it in the presdrtbe onobility. For this they used three crietesdar MPRs selection.
The first one is for selection, just the mobilityramdes at one-hop, the another two are based tnnhability of nodes at

one-hop and two-hops.

In [6], S. Javed et al. present the performancéysisaof the OLSR protocol in an actual MANET thets been
established using multiple wireless routers. Onghefkey contributions of this paper is establighine communication

efficiency of the OLSR protocol in an actual muitip wireless test-bed.

In [7, 9], the research group at INRIA proposed @&Qouting scheme over OLSR. Their technique ustayd
and bandwidth metric for routing table computatiSnch metrics are included on each routing tableyemrresponding

to each destination.

In [10], T. Kannan et al. has presented that ahm@gnetwork is a collection of mobile nodes conedcby
a wireless link, where each node acts as a rduterder to facilitate the communication within thetwork, a routing
protocol is needed. Due to bandwidth constraint@mhmic topology of the mobile ad hoc networkspsrfing quality of
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service (QoS) is challenging task. The aim of thisk is to present QoS enabled routing protoc@drhoc networks and
compare it with normal routing protocol. The optied link state routing (OLSR) protocol is an opsation of the
classical link state protocol, which is used foplement the QoS. Such protocol is adopted for ¢asaon that it reduces
the size of control messages and minimizes theheaer from the flooding of control traffic. The pmwrhance of both
routing and QoS routing protocols are evaluatedhguetwork simulator Ns-2.QoS enabled routing potesshows a
significant improvement in protocol performance most applied in our measurements, such as packetede ratio,

packet loss and delay.

In [8], QOLSRand the work presented in [7] propose a solutibproviding a path such that the available
bandwidth at each node on the path is higher thagqoal to the requested bandwidth. Furtherm@®@|SRconsiders

delay as a second criterion for path selection.

In [11], Q. Ma et al. have presented a systemateuation of four routing algorithms that offer fifent

tradeoffs between limiting the path hop count aaldibcing the network load.

Their evaluation considers not only the call blockiate but also the fairness to requests for réiffebandwidths,

robustness to inaccurate routing information, atsgivity to the routing information update freqog.

It evaluates not only the performance of these ritguos for the sessions with bandwidth guarantbées, also

their impact on the lower priority best-effort sess.

They observe that the routing information updaterival can be set reasonably large to reduce uterhead

without sacrificing the overall performance, altgbwan increased number of sessions can be misrouted

In [16], Kuldeep Vats et al. have proposed the #timn and performance of OLSR protocol using OPNET
simulator tools with different number of nodes. éléghe MPR count HELLO message, sent, routing, itrafént and

received, total TC message sent and forward, hefid message and TC traffic sent are analysis.
PROPOSED APPROACH

In our research work we will optimize the path dlmbd the information to all the nodes in the netkvorhe
OLSR protocol optimize a pure link state protooot fmobile ad hoc networks and a pure link statdimguprotocol
declare all the links with neighbor nodes and fltlogl entire network. Instead of all links, it deesonly a subset of links

with its neighbors who are its multipoint relayesgbrs.

Therefore, it reduces the size of control packetdiffuse its messages in the network it minimifleseding of
this control traffic by using only the selected aed called multipoint relays. Only the multipoirdlays of a node

retransmit its broadcast messages.

This technique significantly reduces the numberetfansmissions in a flooding or broadcast prooe@und then
the routing table is determined of all nodes amdMiPRs are used to find an optimal path in whichRdRre intermediate

nodes.

The following flow chart given in Figure 4 summaaizthe essence of adapted version of the heuaigficithm
[15].



130 Rupinder Kaur

<@ Given IN, N2 =

+
Calculate the desxe fall node
l %ehn? 1o ?‘I’o i l

-
| For each node in [N, calculate
the reachability to N2
Select the nodes in N which reaches
maximunm no. of unreachable nodes in N2

L bt

I Remove the nodes in N2 which I
are covered by all nodes in MPR

N: It is for 1-hop Nodes
N2: It is for 2-hop Nodes
Figure 4: Flowchart for the MPR Operation

Select all the 1 hop neighbors that could providky cechability to some 2 hop neighbors as MPR®rTlif there
are still some 2 hop neighbors are not covered BYRB| select the 1 hop neighbors who could covemibst uncovered 2

hop neighbors as MPRs. Repeat this step untihalPthop neighbors are covered by MPRs.

PERFORMANCE METRIC

We simulate and evaluate a performance of the tyuafliservice according to the given parametersitdest, end-

to-end delay, and average end-to-end delay, paeketand received. These parameters are showhagsio
« Jitteris a variation in the delay of received packets.

« End to End Delays the time taken for an entire message to comipletrrive at the destination from the source.
Evaluation of end-to-end delay mostly depends om fibllowing components i.e. propagation time (PT),
transmission time (TT), queuing time (QT) and pesieg dealy (PD). Therefore,

EED is evaluated as:
EED=PT+TT+QT+PD.(1)
» Average End to End Delay averaged over all surviving data packets frbensource to the destinations.

» Packet Sent and Receividthe total number of packets sent and receivethg the complete simulation time
frame, packet size is 512 bytes.
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Figure 5: OLSR with 30 Nodes: Sending and Receivingackets and Route Discovery
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SIMULATION AND RESULTS

Simulation parameters for OLSR protocol are givanthie table. Following table signifies the simudati
parameters taken for simulation environment. Vaiparameters have been measured by simulating [t$&R @outing
protocol using NS2 simulator. Column 1 signify Simulation parameters like packet size, time daragéitc and column 2

depicts the corresponding values of them like piasize is 512 bytes, duration of simulation is B6.<tc.

Table 2: Simulation Parameters for OLSR Protocol

Simulation Parameters Value
Network Type Mobile

Connection Pattern Radio-Propagatign
Packet Size 512 bytes

Duration 50s

Connection Type CBR/UDP
Simulation Area(sqg.m) 600

Number of Nodes 30

For MANET OLSR routing protocol the simulation grerformed with different parameters using NS2 satar

and determined their performance in static network.

Figure 6 depicts the jitter of sent packets withpect to sequence number. Jitter is the variatiothé time
between packets arriving, caused by network cormgestiming drift, or route changes. In the followgi graph, X-axis
depicts the sequence number; Y-axis depicts tter jitf sent packets. In this the 30 number of natesincluded. The
OLSR is Proactive in nature and it uses MPR teamifpr selective flooding of control messages tovgle optimal
routes in terms of number of hops. Initially, titeej is very high to its maximum value and theddtreases and fluctuates
between 0 to 0.2 seconds. The jitter is due to odtwongestion, route changes etc. here in thesMPR distribute the
packets. The OLSR has to keep the enough informatpology to have routes to all nodes; this isedasing TC
messages. They arrive to all nodes and updateotiteng table. For this need of update in routinigldgaand change in

routes fluctuates the jitter.

Figure 6: Jitter of Sent Packets vs. Sequence Numbe

Figure 7 depicts the jitter of received packetshwispect to sequence number. Jitter is the vamiati the time
between packets arriving, caused by network cormgestiming drift, or route changes. In the followgi graph, X-axis
depicts the sequence number; Y-axis depicts ttex jitf received packets. In this the 30 numberarfes are included.
Initially, the jitter of received packets increasgsrply to 0.206 seconds, then it fluctuates 0120@.205 seconds. The
OLSR uses MPR technique for distributing the pazketprovide optimal routes. The MPR send and m®tiee packets
and can retransmit them but the other neighbor :icde only send and receive the packets but cameps them. The

control messages keep all the nodes up-to-date imiithmation and updated routing table. That's why the need to
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update routing table it increases the overheadramtdases the jitter of received packets. The vauginodes need to keep
information about all nodes up-to-date. Thereftne jitter fluctuates for keeping the informatign-to-date.

Figure 7: Jitter Received on all Nodes vs. Sequendaimber

Figure 8 depicts the Average end-to-end delay &aged over all surviving data packets from thes®to the
destinations. In the following graph, X-axis depitite average end-to-end delay; Y-axis depictstimber of nodes. The
simulation is run for a period of 50 seconds doratin a static network the OLSR algorithm introesi¢ess overhead into
the network. For fewer nodes network, there ar@r@tminimum delay conditions. So in these netwptksy find better
optimal delay routes than in dense networks. ledixetwork case, because of few topology updalgsritom has low
overhead. With fewer numbers of nodes they nodesead packets very easily without any interferesfgeackets. This
is the reason with less overhead network has kelsy @nd that's why network with fewer nodes hasimum delay route
than in the dense network. Here the result shoasah the number of nodes increases delay increlases seen that
during the period of simulation, when there areréase of number of sent packets, there is increage/erage delay
correspondingly but after a period of time, it b@es almost linear. e.g. no. of sent packets isi@2fase of 5 nodes
during the period of entire simulation which is & duration and delay is .254 sec. Similarly thersumber of sent
packets are 365 in case of 10 nodes simulatiordalay is .272 sec. It is seen that in case of i&spsimulation has been
run for same time period which is 50 sec, no. ot packets are 1105 which is almost5-times thandea simulation but
delay is not equal to 5-times; it is just like duthan 5-node’s simulation. Therefore it can cadel that less the number
of nodes, more will be delay and more of the nundderodes in wireless network, delay will be lessrespondingly as
observed.

Figure 8: Average End-to-End Delay vs. Number of Ndes

Figure 9 depicts the average end-to-end delay m@#pect to packet size. Average end-to-end delayesaged
over all surviving data packets from the sourcéhdestinations. In the following graph, X-axiputs the packet size;
Y-axis depicts the average end-to-end delay. Is ttne 30 number of nodes are included. For smzdl gackets, OLSR
has the lowest overhead, therefore network is le@sgiested, resulting in the least delay. The rtetuws that till packet
size 120 bytes there is no congestion in the nétwberefore OLSR has no overhead. This resultmidelay. After 120

bytes packet size the delay starts gradually, secauth increase of packet size the overhead of RO&frt increasing,
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therefore the network becomes congested. It keepisopeasing to the packet size 500 bytes, thear 880 bytes average
end-to-end delay decreases very sharply. Meansthétliincrease in packet size increases the averady¢o-end delay in
sending packets from source to destination. In MifRnodes distribute the packets. Here if the pasike is increased
then there is a delay in distributing the packets laence the packets are delayed in sending framecsado destination. For

small size of packet the routing algorithm may seteroute that is less congested, resulting indtver delay.
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Figure 9: Average End-to-End Delay vs. Packet Size
CONCLUSIONS

In this work we evaluated the three performancepeters i.e. jitter send and received on all noaes,age end-
to-end delay with different number of nodes. TheSBLrouting protocol was simulated with 30 nodes imgpvandomly
in an area of within the network range 600 sq nthie paper, the performance of MANET routing pomtioOLSR was
analyzed. In this paper, the path was determingd eélay parameter and its performance is ideuntifigth number of
nodes.

The result for delay concludes that as the numberodes increases the delay increases very smaltrem it
becomes almost constant. The jitter sent on aleaas minimum for 30 numbers of nodes, which isdgfow this network.
The jitter received on all nodes varies with segeenumber. It is maximum for large value of seqeenamber. The
result of average end-to-end delay also concludasas the numbers of nodes increases the delzgnsant for large
packet size. After packet size 250 bytes the dstfasts to increase, and then reaching its maximaioev0.012 seconds it

decreases very sharply. Here the optimal minimulaydeath is for dense network.
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